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ABSTRACT 

 

Human listeners have a remarkable ability to 

recognize speakers by their voice, but within-speaker 

voice variability through different speaking styles, for 

example, can reduce recognition performance. In this 

study, we investigated voice discrimination across 

speaking styles in Persian. One hundred and forty-

three naïve Persian listeners were asked to decide 

whether pairs of style-matched utterances in child-

directed, spontaneous, read and clear speech 

originated from the same or different speakers. 

Listeners’ performance across speaking styles was 

examined using the bias-free sensitivity measure A’, 

and the bias measure b’’D. Results showed that 

listeners performed accurately across all speaking 

styles but more poorly in child-directed speech. They 

had a bias toward responding ‘different’ regardless of 

the speaking style, thus suggesting a more general 

difficulty telling people together than apart. 

 

Keywords: speaker discrimination, speaking styles, 

vocal variability. 

 

I. INTRODUCTION 

Human voices are individual and convey numerous 

cues about talkers’ identity, including age, gender, 

health conditions, or emotional states [1]. Beyond 

being an “auditory face” [2], human voices also act as 

a behavioural biometric [3]. However, they are 

susceptible to strong variability for the effect of 

spontaneous or intentional modulations [4]. Human 

voice changes, for example, across the life span [5], 

as an effect of fatigue [6] or physical and mental 

health [7], [8]. Still, we also adapt the way we speak 

according to the age of our interlocutors [[9], [10], 

their linguistic origin [11], as well as to the 

background conditions [12]. For a review of 

volitional and unvolitional changes see [13]. How 

human listeners can distinguish speakers despite the 

enormous variability that individual voices reveal is 

far from being fully understood. In this study, we 

investigated the effect of the variability introduced to 

voices by speaking styles on unfamiliar speaker 

discrimination. What are the factors affecting voice 

processing? It has been amply documented that 

human listeners are fairly accurate at distinguishing 

unfamiliar speakers, especially if exposed to long, 

phonetically and prosodically rich utterances [14]–

[17]. Nevertheless, studies on speaker perception and 

forensic speaker identification have shown that 

linguistic and extra-linguistic sources of within-

speaker variability challenge the perception of 

speaker identities. More specifically, it has been 

observed that listeners’ accuracy to recognize or 

discriminate between unfamiliar voices is reduced by 

mismatch in the language spoken in the stimulus pairs 

[18][19], type of vocalizations (vowels vs laughter, 

[20]; sung vs spoken word [21]) and in the linguistic 

relationship between lexical items within-one 

stimulus pair [22]. Detrimental to speaker perception 

are also changes in degree of speakers’ vocal 

expressiveness [23] and in voice quality obtained by 

disguising voice source or resonance features (e.g. 

creaky voice, falsetto, hyponasality, whispering [24] 

[25] [26]. 

Another factor affecting vocal identity processing, 

that has recently received more scholarly attention, is 

speaking style. Numerous studies have indeed 

focussed on the effect of style-matched and style 

mismatched conditions on the speaker discrimination 

abilities in humans and machines. Style matched 

trials typically featured read-read speech only [27] or 

both read-read and spontaneous-spontaneous speech 

[28], [29], [30]. Style mismatched trails, instead, 

combined read speech with spontaneous speech [27]–

[30] or with pet-directed speech [31]. Overall 

findings from this line of research have revealed that 

both humans and machines performed better when the 

speaking style was coherent within one stimulus pair 

compared to when it changed. Moreover, between the 

style-matched conditions (read-read, spontaneous-

spontaneous), the read–read condition scored the 

highest accuracy. Taken together, results suggest that 

less controlled speaking styles (e.g. conversational or 

free speech) and the exaggerated prosody of pet-

directed speech introduce more variability in the 

speakers’ acoustic spaces [29] that make it difficult 

for listeners to establish stable identity percepts. 

Lower accuracy in style mismatched as compared to 

matched automatic voice recognition, yet with novel 
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insights on the role of high variable speaking styles 

on speaker perception is also documented in [32]. In 

[31], speaking styles under comparisons were clear 

speech and conversational speech on the one hand, 

adult- and infant-directed speech on the other. 

Between the matched conditions, mean within-

register recognition led to ceiling effects for adult-

directed, clear and conversation speech. Slightly 

lower accuracy was documented for infant-directed 

speech. More interestingly, in the style mismatched 

conditions, it was observed that when the systems 

were trained with more acoustically variable speaking 

styles (spontaneous or infant-directed speech) and 

tested with less variable registers (clear speech or 

adult-directed speech), the system performed better as 

compared to the opposite conditions (training with 

clear or adult-directed speech and testing respectively 

with spontaneous and infant-directed speech) [32]. 

This suggests that — at least for machines — learning 

vocal identity from acoustically more variable 

speaking styles may also lead to speaker recognition 

benefits.  

To shed further light on the effect of speaking 

styles on speaker perception, we tested the speaker 

discrimination performance of Persian listeners on 

stimuli produced in most of the speaking styles 

employed in previous research: read, clear, 

spontaneous and child-directed speech, this latter 

being comparable to pet directed speech in many 

relevant features [33]. In line with findings showing 

that listeners’ performance degrades with the more 

inherently acoustically variable speaking styles 

([28]–[31], we hypothesize that listeners are more 

accurate in clear and read speech than in spontaneous 

or infant-directed speech. If this hypothesis holds, we 

also expect listeners to be more likely to incorrectly 

assign intraspeaker variability to different individuals 

(telling people together) in spontaneous and child-

directed speech, that should measurably result in a 

bias towards responding ‘different’. Based on the 

novel observations that speaker-specific acoustic 

variability can instead benefit voice processing by 

machines [32] we cannot fully exclude that listeners 

may perform better in spontaneous and child-directed 

speech and exhibit a bias toward responding the same 

(e.g. incorrectly assign interspeaker variability to 

same individuals) in clear and adult directed speech. 

2. MATERIALS AND METHOD 

2.1. Speakers 

52 male Persian speakers, aged between 25 and 45, 

y.o. (Mean=29.66 , SD=4.8) were recruited for the 

collection of the database of within-speaker speaking 

style variability. Participants were BA, MA or PhD 

students at the University of Isfahan. All participants 

were monolingual with no language other than 

Persian spoken in their homes. They were all from the 

Isfahan province where they had lived their entire 

lives. None of the speakers reported any history of 

speech or hearing disorders and they were all naïve as 

to the purposes of the experiment. Participants from 

the Department of Linguistics were rewarded a grade, 

while the others received monetary compensation. 

2.2 Speech Materials 

To study the effect of speaking style on speaker 

discriminability, we collected a speech corpus of 

child-directed, read, clear and spontaneous speech. 

For the read speech part, each speaker was instructed 

to read aloud a list of 20 sentences, at their natural 

pace and intonation, with a pause between each 

sentence. They were also told to repeat any disfluent 

sentences before moving on. For the clear speech 

part, the same set of sentences was used but 

participants were asked to imagine that they were 

talking to hard of hearing persons. Speakers had 

several attempts for this task, and we eventually 

selected the repetition of sentences which sounded 

more clearly enunciated. To elicit between 2-4 

minutes of spontaneous speech, a set of topics was 

developed (e.g. study field, recent vacations, and 

plans for the future). Speakers were instructed to 

select one or two topics which they would be 

comfortable speaking about. To elicit child-directed 

speech, participants were shown a picture of a baby 

and asked to tell a story to him. The speaking styles 

together yielded between 7 to 9 minutes of speech per 

speaker for a total corpus of 416 minutes of speech. 

Due to COVID restrictions, speech data collection 

was carried out remotely, in a quiet room at 

participants’ home, via vocal messages through the 

WhatsApp application. To control for the effect of 

differences in mobile equipment in the quality of 

recording, the corpus was collected exclusively using 

one specific smartphone brand and model. Recording 

instructions, sentences and pictures were sent to the 

speakers prior to the recording session. To supervise 

the data collection procedure, the recordings were 

taken during video call on ZOOM in the presence of 

the experimenter (2nd author). Recording sessions for 

each speaker took place on the same day. To permit 

acoustic analysis in Praat, participant's audio tracks 

were converted from their original format supported 

by the device (.m4a) to .wav format using the free 

online app Online Audio Converter but the original 

sampling rate and bit depth (44 kHz; 32 bit) were not 

modified. Eighty audio clips of about 3 seconds were 

extracted from each speech samples of the dataset. 

Each excerpt was selected such that the influence of 
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semantic cues to speaking styles on listeners’ 

responses was minimized.  

2.2 Listeners 

143 native Persian listeners (male=75, female=68), 

ranged in age from 18 to 36 y.o. participated in the 

speaker discrimination test. The listeners were all 

students at the University of Isfahan. None was a 

trained phonetician. All listeners declared not to have 

hearing, vision, and/or dyslexia problems.  

2.3. Procedure 

Listeners were tested individually in a quiet room at 

their home. Their task was to decide whether the two 

stimuli in a trial were spoken by the same speaker or 

by different speakers (voice discrimination task). 

Each stimulus in a stimulus pair was scaled to an 

average intensity of 70 dB SPL. The stimuli in each 

stimulus pair were separated by a 1s silent 

interstimulus interval. Each listener was presented 

with 40 stimulus pairs (10 per speaking styles) over 

high-quality earphones, equally divided by same and 

different speakers trials. The stimulus order and item 

pairs were randomised for each participant but the 

stimulus set was identical to all listeners. The pairing 

of voices in different-speaker trials was random. 

Experiment was designed through learning 

management system (LMS) of the University of 

Isfahan, which provided an accessible online platform 

for conducting behavioural studies. Listeners were 

shown the "same" and "different" options on the 

screen and asked to click on the corresponding button 

after listening to each trial. Listeners were 

familiarised with the experiment interface and the 

stimuli through a demonstration session which 

presented four random stimuli containing voices and 

lexical items not present in the stimulus set. Testing 

was self-paced; participants generally took 

approximately 5-8 minutes to complete the 

experiment. Participants used their in-built 

microphones and headphones when doing the 

experiment. The study was conducted within the 

guidelines of the Ethics Committee of the University 

of Isfahan. Participants gave their informed consent 

to participate in the study.  

2.4. Data Analysis and Statistics 

To analyse the effect of speaking styles on listeners’ 

ability to discriminate between same and different 

speakers, we calculated the bias-free sensitivity 

measure A’ from signal detection theory [34]. A’ 

values range from 0.0 to 1.0, with 0.5 signifying 

chance level sensitivity and 1.0 indicating highest 

sensitivity. A’ sensitivity measure (dependent 

variable was calculated per listener and speaking 

style. To examine the effect of speaking style on 

listeners bias towards responding the same or 

different, we also calculated the measure b’’D per 

listeners and speaking styles. B’’D scores range 

between 1 and -1, with negative values indicating a 

bias toward responding ‘different speakers’, and 

positive values ‘same speaker’. To test the 

significance of the effect of speaking style on A’ and 

b’’D, we ran Linear Mixed Effect Model with 

Speaking Styles as a fixed factor, A’ and b’’D as 

dependent variables, listeners as random intercept. 

Statistical analyses were performed with R Core 

Team 2022 [35]. 

3. RESULTS 

As shown in Fig. 1, speaker discrimination was 

performed accurately in all speaking styles, albeit to 

a different extent. The lowest sensitivity was scored 

in stimuli produced in child-directed speech followed, 

in increasing order of sensitivity, by read, 

spontaneous and clear speech. The results of 

statistical analysis confirmed in part these 

observations: the effect of speaking style on A’[χ2 

(3)=22.162, p <0.001] was significant. Post-hoc 

analysis with Tukey corrections was conducted that 

showed that only the comparisons including stimuli 

in child-directed speech were significant (Fig. 2). The 

negative sign of the estimate indicated a poorer 

performance in child-directed speech as compared to 

clear, read and spontaneous speech. Concerning the 

bias, Fig. 3 shows that the scores of b’’D were mostly 

negative for all the examined speaking styles, thus 

pointing to a more general bias towards responding 

‘different’. This pattern was confirmed by the 

statistical analysis that revealed no significant 

changes in b’’D between read, clear, spontaneous and 

child-directed speech [χ 2(3)=6.7, p = 0.082]. 
 

 
Figure 1: A’ values by Speaking Style. The styles in the 

plot are ordered by increasing listeners’ sensitivity 

Figure 2: Results of post-hoc test with Tukey correction 

for multiple comparisons across speaking styles. 
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Figure 3: b’’D values by Speaking Style. 

5. DISCUSSION 

In this study, we investigated the effect of speaking 

styles on Persian listeners’ ability to discriminate 

between speakers. We quantified listeners’ 

performance in terms of the bias-free sensitivity 

measure A’ and the bias measure b’’D. The overall 

results of this study confirm that speaking style 

variability affects the speaker discrimination 

performance. The direction of such effect, i.e. the 

lower sensitivity in child-directed speech, supports 

previous research indicating that inherently more 

variable speaking styles pose challenges to speaker 

discrimination [28]–[31]. Surprisingly though, 

spontaneous speech did not worsen listeners’ 

performance compared to read speech as expected 

and reported in previous research [28]–[30]. No 

significant differences in A’ were, indeed, obtained 

between clear, spontaneous and read speech. What 

causes this discrepancy is unclear and will be object 

of future acoustic investigations. Here we can only 

speculate that with the controlled elicitation method 

used for this study we may have not obtained a clear 

acoustic divide between clear, spontaneous and read 

speech, which results in measurably comparable 

difficulty when trying to discriminate between 

unfamiliar speakers. Alternatively, individual 

speakers may have produced the four speaking styles 

differently, with some of them marking the inter-style 

differences to a higher degree as compared to others 

(cf. [36] for individual differences in spontaneous and 

read speech). Within-speaker acoustic variability 

across speaking styles draws paths for future acoustic 

investigations. 

Another unpredicted finding of this study was the 

listeners’ bias towards responding different, 

irrespective of speaking styles. This type of bias was 

expected only for the more inherently variable 

speaking styles of the corpus but not for clear and read 

speech. Such bias indicates that participants were 

more likely to incorrectly assign intraspeaker 

variability to different individuals than they were to 

incorrectly assign inter‐speaker variability to the 

same individual. We propose here two alternative 

non-exclusive explanations for this finding. First, one 

may impute the observed bias to the cautious 

behaviour of our listeners that - in line with previous 

research with not degraded stimuli nor embedded in 

background noise [26] seem to prefer responding 

different when unsure about the origin of intra-

stimulus voices (for different results with degraded 

stimuli see [26]). This result also echoes recent 

research showing that listeners have more difficulties 

telling people together than apart (see a.o. [12]). The 

alternative interpretation is that the stimuli used in the 

perception contain comparable within-speaker 

variability that induced listeners to mistake within for 

between-speaker variability. Because the acoustic 

signal is the input to human perceptual processes, 

future step of this research will examine the acoustic 

properties in the stimuli used in the perception test to 

understand the perceptual strategies used by Persian 

listeners when discriminating between unfamiliar 

speakers in different speaking styles. 
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