DOES VISUOSPATIAL WORKING MEMORY PREDICT L2 PERCEPTUAL LEARNING FROM PHONETIC TRAINING WITH HAND GESTURES?
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ABSTRACT

This study assessed whether visuospatial working memory (VSWM) can predict L2 perceptual learning through audiovisual phonetic training with or without hand gestures. Ninety-nine Catalan speakers were trained on the perception of English vowel pairs /æ-ʌ/ and /i-ɪ/ under one of the following three conditions: training without gestures, with hand gestures cueing lip shape, or with hand gestures cueing tongue position. We assessed participants’ VSWM via a symmetry span task and vowel perception accuracy through a word identification task before and after training. Results showed that VSWM positively predicted the perceptual learning of /i-ɪ/ only in the no gesture condition, while no such relationship was found in the two gesture conditions or in the learning of /æ-ʌ/. This suggests that VSWM resources might be recruited during audiovisual phonetic training for processing of subtle visual articulation (e.g., the lip spreading of /i-ɪ/ in the no gesture condition) rather than visually salient articulation (e.g., the lip aperture of /æ-ʌ/ in the no gesture condition) or hand gestures movements.
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1. INTRODUCTION

While phonetic training has shown benefits in L2 perceptual phonological learning [1], recent studies showed that training L2 pronunciation with multimodal input was more effective. On top of auditory input, audiovisual training that provides visual input of articulatory information could facilitate L2 pronunciation more than auditory training (e.g., [2]). Moreover, providing kinesthetic information such as hand gestures in audiovisual training showed further benefits for the non-native speech sound production [3]–[5]. However, less strong effects have been found on the perceptual learning of difficult L2 contrasts. For example, hand gestures encoding durational features could help improve the perception accuracy of L2 Japanese long and short vowels, but the effects were not greater than training without hand gestures (e.g., [4, 6]). Similar findings were also obtained when using gestures encoding aspiration feature to train L2 Mandarin aspirated plosives [3, 7].

It might be that individual differences accounted for the null results found in gestural training on L2 speech perception. In terms of auditory training, individual differences such as perceptual ability, phonological awareness [8], auditory selective attention, attention switching [9], and phonological working memory [10] were shown to predict learning outcomes. However, few studies have investigated whether individual differences in visuospatial processing abilities could predict the effectiveness of gestures in L2 phonetic training.

While working memory has been considered an important factor for various aspects of L2 development [11], the visuospatial sketchpad which stores visual and spatial information [12] may be crucial for learners to process multimodal information during learning. A recent study showed that learners with high visuospatial working memory (VSWM) improved more in math through training with hand gestures, whereas no such effect was found for training without hand gestures [13]. Nevertheless, to the best of our knowledge, no previous study has looked into whether VSWM could predict the learning outcome of gestural training in L2.

This study thus investigates the role of VSWM in the perceptual learning of difficult L2 vowel contrasts through audiovisual phonetic training with or without gestures. Two pairs of English vowels /æ-ʌ/ and /i-ɪ/ were chosen. Both pairs are challenging for Catalan learners of English, as they tend to perceive /æ/ and /ʌ/ as Catalan /a/ [14] and rely more on durational cues in distinguishing /i/ and /ɪ/ than native English speakers [15]. In addition, the vowels also differ in articulation. Specifically, /æ/ is produced with a larger lip aperture and more fronted tongue position than /ʌ/ [16], and /ɪ/ shows wider lip spreading and higher tongue position than /i/ [17]. Two types of hand gestures were designed to highlight these key articulation differences for each vowel pair (Figure 1). The “lip hand gesture” illustrated the differences in lip aperture for /æ-ʌ/ and lip spreading for /i-ɪ/ by the distance between the thumb and the four fingers; the “tongue hand gesture” mirrored the mouth roof by one hand and the tongue movement by the other hand to show the tongue positions for /æ-ʌ/ and /i-ɪ/.
Based on previous studies [13], we hypothesized that VSWM abilities would positively predict the perceptual learning of L2 sound contrasts in the phonetic training with hand gestures, while it does not predict the learning outcome with no gestures.

2. METHOD

2.1. Participants

Ninety-nine Catalan/Spanish bilingual learners of English (female = 84, \(M_{age} = 19.7, SD = 1.8\)) were recruited from a public university in Barcelona. They reported having an intermediate English level. They were randomly assigned to one of the three training conditions, with each condition having 33 participants: No Gesture (NG, 26 females), Lip Hand Gesture (LG, 28 females), and Tongue Hand Gesture (TG, 30 females). Participants within each condition received two training sessions, one for /æ-/ɪ/ and the other one for /i-/ʌ/, in counterbalanced order.

2.2. Materials

2.1.1. Phonetic training

An American English male speaker was video recorded in a broadcasting studio while producing the materials of the two vowel pairs (/æ-/ɪ/ and /i-/ʌ/) for the three conditions (i.e., NG, LG, and TG). Each training session consisted of a familiarization phase and a training phase. For the familiarization phase, the instructor introduced the vowel pairs explaining the articulatory differences. In addition, the instructor presented the hand gestures and explicitly explained what they represented for the two gesture conditions.

For the training phase, 6 minimal pairs of English CVC words were selected for each vowel pair (e.g., cat-cut /kæt-kʌt/, beat-bit /bi:t-bit/). Then, for each training word, a short sentence was created using the word (e.g., A CAT walks by). For the NG condition, the instructor produced the training stimuli without any hand movements. For the LG and TG conditions, the instructor performed the corresponding lip or tongue hand gestures while producing target vowels.

In the end, the familiarization and training videos were uploaded to the Tobii Pro Lab software to create six training videos (2 vowel pairs × 3 conditions). In each video, the familiarization video preceded the training video clips which contained 3 repetitions of training words and sentences. In total, the duration of each training video was about 15 minutes.

2.1.2. Perception test: identification task

A word identification task was used to measure participants’ perception accuracy of the two vowel contrasts before, right after training, and one week after training. For each vowel contrast, a total of 18 CVC words were selected. The instructor recorded a total of 36 words and the audio files were uploaded to Alchemer (www.alchemer.com) to build 2 surveys, one for each vowel contrast.

2.1.3. VSWM

We created a symmetry span task adapted from [18] on the platform Pavlovia (https://pavlovia.org) to test participants’ VSWM capacity. The task consisted of the spatial recall task and the symmetry judgment task. In the spatial recall trials, a 4 × 4 matrix with a square filled with red was presented. In the follow-up symmetry judgment trial, another 4 × 4 matrix was presented with some squares filled in black and two response options of ‘yes’ and ‘no’ below. After 2 to 6 sequences of spatial recall and symmetry judgment, a 4 × 4 matrix was presented. Figure 2 exemplifies a trial of 2 sequences.

2.3. Experimental procedure

All participants signed a consent form prior to the experiment. They received the training and tests individually in a soundproof room. Half of the participants received the /æ-/ɪ/ training first, the other half were trained on /i-/ʌ/ first. Before each training session, participants were assessed on their perception of the target vowel pair through the word

Figure 1: From top to bottom: lip hand gestures for /æ-/ɪ/, tongue hand gestures for /æ-/i/, lip hand gestures for /i-/ɪ/, and tongue hand gestures for /i-/u.}

Figure 2: Example symmetry span trial of 2 sequences.
identification task. They listened to each of the testing words and had to choose the correct answer from one of the two options which were minimal pair words contrasting only in /æ-/ʌ/ or /i-/ɪ/. Participants then watched training videos. The LG and TG group saw the instructor produce the gestures accompanying the speech, whereas the NG group only saw the instructor produce the same speech. Participants performed the identification task immediately after the training session. At the end of the experiment, participants completed the VSWM task in which they were instructed to recall the red squares in the correct location and serial order and to decide whether the black-square design was symmetrical or not in between. One week later, participants performed the delayed posttest by using the same identification task. Note that the testing words of the identification task were identical across all three tests and that of the pretest.

2.4. Data coding and statistical analyses

For the identification task, participants’ correct responses scored 1, and incorrect responses scored 0. The pretest, posttest, and delayed posttest scores of /æ-/ʌ/ and /i-/ɪ/ were exported from Alchemer. Then, the improvement scores of each vowel pair were calculated for each participant. Specifically, the immediate improvement score was obtained by subtracting the identification sum score of the posttest from that of the pretest and the sustained improvement score was calculated by subtracting the identification sum score of the delayed posttest from that of the pretest. The VSWM score was calculated for each participant by summing up the number that they recalled the position of the red squares in the correct order [18]. One participant from the TG condition scored 0 due to a misunderstanding of the instruction. Thus, the VSWM score of this participant was removed from the database.

In order to check whether participants’ VSWM capacity could predict L2 perceptual learning through phonetic training, we ran two Linear Mixed Models (LMMs) using the lme4 package [19] for the immediate improvement score and sustained improvement score. The fixed effects included Condition (3 levels: NG, LG, and TG), Vowel Pair (2 levels: /æ-/ʌ/ and /i-/ɪ/), VSWM score, and their interactions. Random factors included a by-participant intercept. The significance for the fixed effects was calculated with Type II Wald Chi-squared tests using the car package [20]. For the post-hoc analysis, when significant interactions were observed with VSWM, we examined the slopes of VSWM and conducted pairwise comparisons with Bonferroni adjustment using emmeans function from the emmeans package [21].

3. RESULTS

Table 1 shows the descriptive data of the perceptual improvement scores across groups and vowel pairs.

<table>
<thead>
<tr>
<th>Condition</th>
<th>/æ-/ʌ/</th>
<th>/i-/ɪ/</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posttest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NG</td>
<td>0.1 (1.2)</td>
<td>2.0 (2.2)</td>
</tr>
<tr>
<td>LG</td>
<td>0.2 (1.6)</td>
<td>2.4 (2.4)</td>
</tr>
<tr>
<td>TG</td>
<td>0.4 (1.8)</td>
<td>2.2 (2.3)</td>
</tr>
<tr>
<td>Delayed posttest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NG</td>
<td>-0.3 (2.1)</td>
<td>1.6 (2.2)</td>
</tr>
<tr>
<td>LG</td>
<td>0 (1.7)</td>
<td>2.1 (2.2)</td>
</tr>
<tr>
<td>TG</td>
<td>0.1 (1.6)</td>
<td>1.5 (2.0)</td>
</tr>
</tbody>
</table>

Table 1: Mean (SD) of perceptual improvement scores across three groups and vowel pairs.

3.1. Improvement from pretest to posttest

Results of the LMM for the immediate improvement revealed a significant main effect of vowel pair ($\chi^2 = 136.3, p < .001$) and a significant 3-way interaction of Condition × Vowel Pair × VSWM ($\chi^2 = 12.9, p = .002$). Figure 3 plotted the model prediction on the immediate perceptual improvement from the 3-way interaction. The post-hoc results revealed a significantly positive slope of VSWM in the NG condition when learning /i-/ɪ/ ($\beta = 0.06, 95\% CI = [0.01, 0.11], p = .028$), suggesting a positive relationship between VSWM and L2 perceptual learning of /i-/ɪ/ when gesture was absent. Pairwise comparisons showed that the positive slope of VSWM in the NG for the learning of /i-/ɪ/ significantly differed from that in the LG ($\Delta = 0.11, p = .043$).

Figure 3. LMM prediction of the perceptual improvement from pretest to posttest across condition, vowel pair, and VSWM. The bands represent the 95% CI.
3.2. Improvement from pretest to delayed posttest

Results of the LMM for the sustained improvement revealed a significant main effect of vowel pair ($\chi^2 = 89.0, p < .001$), a significant 2-way interaction of Condition $\times$ VSWM ($\chi^2 = 6.8, p = .033$), and a significant 3-way interaction of Condition $\times$ Vowel Pair $\times$ VSWM ($\chi^2 = 7.3, p = .026$). Figure 4 showed the model prediction on the sustained improvement from the 3-way interaction. The post-hoc analysis of the 3-way interaction showed that VSWM was a significant predictor of perceptual learning of /ɪ/-/ɪ/ in the NG condition ($\beta = 0.08$, 95% CI $= [0.02, 0.13], p = .008$). These results suggest that better VSWM abilities predict better sustained improvement in the perception of /ɪ/-/ɪ/ contrast in the NG condition. Pairwise comparisons revealed that the positive slope observed in the NG condition was significantly higher than those in the LG ($\Delta = 0.15$, $p = .006$) and TG conditions ($\Delta = 0.12$, $p = .017$).

![Figure 4. LMM prediction of the perceptual improvement from pretest to delayed posttest across condition, vowel pair, and VSWM. The bands represent the 95% CI.](image)

4. DISCUSSION

This study examined whether VSWM predicts the perceptual learning of L2 English vowels /æ-/ʌ/ and /ɪ/-/ɪ/ through audiovisual phonetic training with or without hand gestures cueing articulation. We assessed the perceptual learning outcome through an identification task and learners’ VSWM via a symmetry span task. The hand gestures cued either the lip shape or the tongue movement information. We found that VSWM predicted the learning outcome of /ɪ/-/ɪ/ in the no gesture condition.

First, contradictory to our hypothesis, VSWM could not significantly predict the identification accuracy of the pair of /ɪ/-/ɪ/ sounds in audiovisual phonetic training with either of the two types of hand gestures. This result is inconsistent with the results in [13], which might be due to the gesture type and function. Our gestures iconically represented the articulatory movements of the speech sounds but the pointing gestures in [13] pointed to the learning target per se. Therefore, if students were good at processing spatial information, gestures would help the learning process by pointing to the target. In our case, the learning target contained abstract knowledge. The processing of this information might require cognitive abilities beyond visuospatial processing abilities. Therefore, VSWM was not a significant predictor of the gesture conditions.

Second, VSWM was not a significant predictor of the learning of /æ-/ʌ/ in any of the conditions, including the no gesture condition. A pilot study with 15 participants found that native English speakers distinguished /æ-/ʌ/ better than /ɪ/-/ɪ/ (85% vs. 60%) through visual-only input. Therefore, we hypothesized that the visually subtle articulation differences between /ɪ/ and /ɪ/ would require more VSWM resources. Another possible explanation could be due to the difference in improvement between the two vowel pairs. As noted in Table 1, learners’ perception accuracy of /ɪ/-/ɪ/ improved more than /æ-/ʌ/. With such a small improvement and variation (indicated by mean and SD) in the learning of /æ-/ʌ/, it could be hard to observe a clear correlation between improvement and VSWM.

This is an initial attempt to assess the role of VSWM in learning L2 speech sounds through hand gestures. There might be several factors that can affect the results. For example, the way in which we test the VSWM (e.g., spatial span task, Corsi’s block-tapping task, etc.), the measure for assessing the learning (e.g., perceptual measure or productive measure, subject rating or acoustic analysis, etc.).

In conclusion, this study shows that VSWM can predict perceptual learning of L2 sounds in situations where the visual information is subtle, e.g., in the no gesture conditions where the visual difference of /ɪ/-/ɪ/ lies in the subtle variation in lip spreading. VSWM resources may thus be recruited in more challenging phonetic training tasks but might not be needed in the processing of visually salient hand gestures cueing articulation during phonetic training.
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