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ABSTRACT 

 
This study examines whether individuals who show 
greater-than-average imitation of phonetic 
differences in a given feature also show greater-
than-average imitation of other features, as might be 
expected under the view that general cognitive or 
social factors play a primary role in predicting 
individual differences in imitation. An explicit 
imitation task tested the extent to which English 
speakers imitated minimal differences in voice onset 
time (VOT) of voiceless stops and F2 of the vowel 
/u/, and an ABX discrimination task tested 
sensitivity to the same differences. Participants 
imitated differences in both features, and 
individuals’ perceptual acuity for a given feature 
predicted the extent of imitation of that feature. 
However, the extent to which an individual imitated 
one feature did not predict the extent to which they 
imitated the other, and the same dissociation was 
found in discrimination. These findings highlight the 
importance of considering multiple features, and the 
role of perception, in studies of individual variability 
in imitation.  
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1. INTRODUCTION 

Phonetic convergence or imitation is the process by 
which speakers adapt their speech to match more 
closely with the phonetic properties of the incoming 
signal. Various social [5, 7], general cognitive [1], 
and psycholinguistic [12, 15] factors have been 
shown to influence the degree of convergence. 
However, there have been few direct tests of 
whether individual variation in extent of imitation is 
stable across different features: in other words, do 
individuals who show greater-than-average imitation 
of phonetic differences in (for example) consonants 
also show greater-than-average imitation of vowels?  
      Previous work has found that extent of 
convergence in implicit shadowing or conversational 
tasks is related to several specific 
personality/cognitive traits, including the Big Five 
Inventory personality traits of Openness and 
Neuroticism, Attention-Switching, and rejection 

sensitivity [27, 13, 2].  An individual’s attitude 
towards the talker has also been shown to play a 
role, with more positive attitudes eliciting more 
convergence [4, 27]. Work on explicit imitation, 
mostly in the domain of second-language sound 
acquisition, has also found correspondences between 
non-linguistic traits and phonetic imitation ability, 
including neurocognitive flexibility [21] and musical 
talent [8]. This is in line with proposals that there 
may be innate “talent” for phonetic imitation, with 
identifiable neurocognitive markers [9, 20]. 

If non-language-specific characteristics are 
indeed strong predictors of imitation, they would be 
expected to be relatively stable and to apply 
similarly to different phonetic features; in other 
words, an individual’s relative extent of imitation 
should be consistent over time, across paradigms, 
and across different features. There is some evidence 
for this: individual differences in convergence to 
lengthened VOT during a shadowing task were 
found to remain relatively stable across time 
(between two sessions 1-2 weeks apart), and across 
two different talkers [24]. However, this work 
examined convergence to a single feature 
(lengthened VOT) in a single task, leaving open the 
question of whether this stability would hold across 
different methodologies or different unrelated 
features.   

Phonetic convergence has been found across a 
broad range of features, including f0, speaking rate, 
vowel formants, and VOT (see [17] for a review). 
Previous work has shown that the extent of 
convergence or imitation may be influenced by 
characteristics of the feature itself. Differences in the 
extent of convergence across two different features 
have been attributed to differences in phonological 
relevance [15], perceptual salience [18]. That said, 
even if there are systematic feature-based 
differences in extent of convergence, we would still 
expect that, all else being equal, individuals who 
show greater-than-average convergence for one 
feature would also show greater-than-average 
convergence for other features.   

However, there is little evidence that this is the 
case. Studies exploring the extent to which 
individuals converge along specific phonetic 
dimensions have for the most part targeted a single 
sound or a set of related sound (e.g., VOT of 
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voiceless stops). Two studies we are aware of have 
directly examined the stability of individual levels of 
convergence across prosodic features (e.g. f0 and 
speech rate) and lexical factors in conversation [22, 
25]; neither found evidence that individual levels of 
convergence were correlated across features. 
However, given the uncontrolled nature of 
conversational tasks, and the fact that the amount of 
possible convergence depends on the distance 
between the production and the target (such that if 
the imitator and their interlocuter naturally produce 
the feature of interest with the same acoustic 
characteristics, no convergence is possible), it is 
possible that there is simply too much other 
variability to reveal individual stability even if it 
does exist. Therefore, it is possible that more stable 
patterns would be found in a more controlled task.   

1.1. Current Study 

In this study, we test whether individual differences 
in explicit imitation are stable across two distinct 
phonetic features in English: VOT of voiceless stops 
and backness of the vowel /u/.  Imitation of 
lengthened VOT has been particularly well-studied 
and has been shown to be robust [23, 24, 27]. 
Overall convergence to vowel formant differences 
has also been found [4, 10], but no studies we are 
aware of have targeted /u/ backness specifically.  
      Imitation was tested using an explicit imitation 
paradigm in which participants are explicitly 
instructed to imitate minimal differences in the 
relevant features. Sensitivity to the same differences 
was tested in an ABX discrimination task. We chose 
this methodology as it provides a completely 
controlled paradigm in which it is possible to 
calculate a measure of imitation that is independent 
of participants’ baseline values, as well as a direct 
test of perception of the target differences.  
      Our analysis is structured as follows. First, we 
test whether there is imitation of, and sensitivity to, 
differences in each feature: previous work leads us 
to expect robust imitation of VOT, but we are not 
aware of studies that directly test sensitivity to, or 
imitation of, differences in the backness of /u/. We 
then test whether there is a relationship between 
individuals’ extent of imitation of the two features, 
as would be expected if the degree to which speakers 
imitate phonetic differences is a stable property 
within individuals. Finally, we test the relationship 
between individual imitation and discrimination in 
order to determine whether any differences in 
imitation of the features might be attributable to 
differences in perceptual salience, since this has 
been proposed to underlie differences in imitation in 
previous work [11, 12, 8]. 

2. METHODS 

2.1. Participants 

Data from 81 participants was analyzed (mean year-
of-birth = 1996 (range = 1991-2004), women: 43, 
men: 32, non-binary or genderqueer: 6). Participants 
were recruited via Prolific [19], and all were native 
speakers of English, born and residing in the US or 
Canada, and reported learning English and no other 
languages in the home. An additional 18 participants 
completed the study but were excluded because they 
reported early exposure to another language in the 
home (n=17) or because their recordings were not of 
sufficient quality for phonetic measurement (n=1).  

2.2. Stimuli 

Target stimuli consisted of pairs of English words 
differing minimally in VOT (stop words) or F2 of /u/ 
(/u/ words). Four stop words (carrots, kale, parrots, 
tigers) and four /u/ words (choose, food, goose, tube) 
were produced by a phonetically-trained native 
speaker of English, and were then manipulated using 
Praat (PSOLA algorithm for VOT duration and LPC 
resynthesis for vowel formants) [6] to create two 
versions of each word. For stop words, Version A 
had the naturally-produced VOT value (average 
VOT: 81ms) and Version B had VOT artificially 
lengthened by 60ms (average VOT: 141ms). For /u/ 
words, the versions differed in F2: Version A had an 
F2 corresponding to the naturally produced /u/, 
which was intentionally produced as far back as 
possible (1400 Hz), while Version B had a higher F2 
(2000 Hz), corresponding to a fronter vowel. Nine 
additional pairs of stimuli targeting different features 
were used as fillers. 

2.3. Procedure 

The experiment was completed fully online on 
Gorilla [3]. Prior to the main task, participants 
completed an audio screening task to ensure that 
they were wearing headphones [26] as well as a 
baseline word-reading task (not reported here).  

The main task consisted of a series of “trial 
sets,” each corresponding to one pair of stimuli (e.g., 
tigers with natural and lengthened VOT). Each trial 
set was composed of three stages: exposure, 
imitation, and discrimination. In the exposure stage, 
participants listened to Versions A and B of the 
word in sequence. This stage was repeated twice. In 
the imitation stage, participants listened to the two 
versions in sequence again, but after each word, they 
were instructed to repeat the word out loud, 
imitating what they had heard as closely as possible. 
This stage was also repeated twice. In the 
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discrimination stage, participants heard a third word 
(X) and decided whether it matched the first (A) or 
second (B). Each trial set contained 4 different ABX 
trials, with X identical to either the A or B token. In 
total, each participant produced 32 imitations (8 
target words * 2 versions * 2 repetitions) and 
completed 32 discrimination trials (8 target words * 
4 ABX trials).    

2.4. Phonetic Analysis (imitation task) 

VOT of stop words produced in the imitation task 
was annotated beginning just before the stop burst 
and ending at the onset of periodicity in the 
following vowel. For /u/ words, boundaries were 
identified using the Montreal Forced Aligner [14] 
and manually corrected if necessary, using the onset 
and offset of stable second formant to determine the 
boundaries. F2 was measured a quarter of the way 
between the onset of the vowel and the onset of the 
following consonant (referred to as the 25% point) 
using Praat [6], and all values were manually 
checked and corrected if necessary. 

3. RESULTS 

3.1. Imitation 

Imitation was quantified by comparing participants’ 
VOT (for stop words) and F2 (for /u/ words) across 
the two versions of each word.  We used two linear 
mixed-effects regression models, one for each 
feature, to test for imitation. The predictor variable 
for both models was version (A vs. B, simple-coded: 
(-0.5, 0.5)). The response variable for the stop model 
was VOT and for the /u/ model it was F2 frequency 
measured at the 25% point, with a by-participant 
random intercept and slope for feature. For stops, 
there was a significant difference between 
conditions (Figure 1): participants produced longer 
VOTs for lengthened-VOT stimuli (mean 104ms) 
than natural-VOT stimuli (76ms) (β = 26.06, t = 
7.86, p < 0.001). For /u/, there was also a significant 
difference between conditions (Figure 2): 
participants produced greater F2s for fronted stimuli 
(1890Hz) than natural stimuli (1669Hz) (β = 208.15, 
t = 2.98, p = 0.009). To summarize, imitation was 
found for both features. 
 

 

Figure 1: VOT of imitated stop words. Boxplots show 
distributions of by-participant means. 

 

 
Figure 2: F2 of imitated /u/ words. Boxplots show 

distributions of by-participant means.  

3.2. Discrimination 

We used a logistic mixed-effects regression model to 
test whether participants were able to discriminate 
differences in both target features and if there were 
differences in the discriminability of the two 
features. The predictor variable was feature (levels: 
stop, /u/, simple-coded (-0.5, 0.5)) and the response 
variable was accuracy on the ABX task, with a by-
participant random intercept and slope for feature.  
Results (Figure 3) showed that overall, 
discrimination accuracy was significantly above 
chance (intercept: β = 1.62, p < 0.001) and that there 
was no significant difference in mean discrimination 
accuracy between stop words (78%) and /u/ words 
(81%) (β = 0.07, z = 0.126, p = 0.900). 
 

 
Figure 3: Discrimination accuracy across features. 

Boxplots show distributions of by-participant means. 

3.3. Individual Correlations 

To compare individual performance across features 
and tasks, we calculated by-participant imitation and 
discrimination scores for each feature. An 
individual’s imitation score was the average 
difference in VOT (for stop words) or F2 (for vowel 
words) between imitations of the two versions, with 
positive values corresponding to differences in the 
expected direction. An individual’s discrimination 
score for a given feature was the mean accuracy for 
trials targeting that feature in the discrimination task.  

Linear regression models were used to compare 
correlations between individuals’ (a) extent of 
imitation of stop versus /u/ words, (b) discrimination 
accuracy of stop versus /u/ words, (c) discrimination 
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vs. imitation of stop words, and (d) discrimination 
vs. imitation of /u/ words.  

In terms of our primary question about the 
stability of individual imitation across features, 
results showed that the extent to which a participant 
imitates VOT differences does not predict the extent 
to which they imitate /u/ F2 differences (Figure 4, 
left: β = 1.24, t= 1.62, p = 0.110). In other words, 
even though most participants did show imitation in 
the expected direction, as shown by primarily 
positive imitation scores, there is no evidence that 
individuals’ extent of imitation is stable across these 
two features. There was also no significant 
correlation between discrimination of the two 
features (Figure 4, right: β = -0.02, t = -0.211, p = 
0.833).  

 

  
Figure 4: Left: individual imitation of stops vs. /u/;  

Right: individual discrimination of stops vs. /u/. Dashed 
lines indicate no imitation or at-chance discrimination. 

 
On the other hand, the extent to which a participant 
discriminates differences in stop VOTs does predict 
the extent to which they imitate stop VOT 
differences (Figure 5, left: β = 0.79, t = 3.72, p < 
0.001), and the same was found for discrimination 
versus imitation of /u/ fronting (Figure 5, right: β  =  
6.05, t = 3.29, p = 0.002). 

 

  
Figure 5: Left: individual discrimination vs. imitation of 

stops; Right: individual discrimination vs. imitation of /u/. 
  

4. DISCUSSION 

Our results suggest that individuals' relative 
extent of imitation may not be consistent across 
different features, even in a highly controlled task. 
English speakers imitated differences in both VOT 
and voiceless stops and F2 of the vowel /u/ in an 
explicit imitation task, and considerable individual 

variability was found for both features. While 
imitation of within-category VOT differences was 
expected based on previous work [23, 24, 27], it was 
less clear as to whether differences in /u/ backness 
would also be imitated. These results provide novel 
evidence that speakers are capable of manipulating 
specific spectral properties of vowels (in this case, 
F2 of /u/) in an explicit imitation task.  

In terms of our primary question of interest, we 
found no evidence of stability in individual 
performance across the two features. The extent of 
an individual's imitation of each feature was, 
however, related to that individual's perception of 
the same feature. This extends earlier work 
examining extent of convergence across features that 
also found a lack of constancy in convergence 
during conversational tasks [22, 25]. Furthermore, 
the correspondence between perception and 
imitation is consistent with previous proposals for 
the role of perceptual salience in imitation [11, 12]. 
While perhaps unsurprising, given that accurate 
perception is a prerequisite for accurate imitation, 
this highlights the importance of considering, and 
ideally, directly testing, the role of perception when 
trying to account for individual variability in 
imitation.  

Our findings are not consistent with a view that 
non-linguistic cognitive or social characteristics are 
the strongest predictors of imitation; if this were the 
case, we would expect that participants who showed 
the greatest imitation of stops would also show the 
greatest imitation of /u/. Our results do not rule out 
the possibility that these traits play a role in 
imitation, just that this role may be more minor than 
that of other factors (including, as shown here, 
feature-specific individual perceptual acuity). This 
suggests that it may be problematic to consider 
results from a task targeting a single feature as an 
index of an individual’s overall imitative ability.     

In conclusion, this study found that individual 
differences in patterns of imitation found for one 
feature do not necessarily generalize to other 
features, even in a highly controlled paradigm with 
substantial individual variability in both perception 
and production of each feature. Instead, differences 
in individual perceptual acuity appeared to be the 
primary driver of the different patterns of imitation 
in this task. It is therefore imperative to test imitative 
performance across multiple features, and to control 
for the role of perception, in work aiming to quantify 
the role of the many cognitive, social, and linguistic 
factors underlying phonetic imitation. 
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