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ABSTRACT

This study examined how word-level and syllable-
level predictability affects the variability of
syllable duration in disyllabic words in Mandarin
conversational speech. Specifically, we examined
how the correlation between predictability
measurements (unigram surprisal, bigram surprisal,
and informativity) and syllable duration was
affected by final lengthening, and whether word-
level predictability effects were uniform across
syllables. Our results showed that incorporating
both levels of predictability variables improved
model fit significantly compared to using only one
level. We also found that predictability effects
weakened at prosodic boundaries, and that word-
level bigram surprisal had a stronger impact on
syllables closer to relevant word boundaries, while
word-level informativity and unigram surprisal
were more predictive of duration for a word’s
first syllable. Overall, our findings highlight the
relevance of different types and levels of statistical
information for various aspects of durational
variability in Mandarin.
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1. INTRODUCTION

Linguistic units that occur more frequently or
are more likely to occur in a given context are
often reduced or shortened (e.g., [15, 2, 21, 12]).
Typically, frequency and probability estimation is
conducted at the word level, focusing on how
word-level frequency and contextual probabilities
affect word duration. Although some recent studies
have shown this correlation at the syllable level
[18, 22], the relationship between word and sub-
word predictability measurements in shaping speech
production remains underexplored. To complement
these studies, we investigated how word-level and
syllable-level predictability affect syllable duration
in disyllabic words in Taiwan Mandarin.
This study aimed to provide a more nuanced

understanding of how different levels of
predictability contribute to predicting syllable
duration in spontaneous conversations in Taiwan
Mandarin. We investigate whether word-level and
syllable-level predictability measurements both
contribute to modeling durational variability at the
syllable level. Answers to this question may further
our understanding of the level(s) of representation
relevant in speech production planning, which has
been discussed as a potential driving force behind
the observed predictability effect [2, 12].
This question is especially relevant for Mandarin,

as it is a language with an abundance of standalone
monosyllabic morphemes that are strongly
associated with specific semantic content. In
the context of research on the effects of frequency
and contextual probability on phonetic realizations,
this characteristic makes it more likely that syllable-
level predictability plays an important role in speech
planning.
Since the target acoustic variable was syllable

duration, we were essentially testing to what extent
frequency and probability estimates from a higher
level percolate to the durational pattern of a lower-
level unit. In addition, we investigated whether
word-level predictability effects are uniform across
syllables within a word. For example, in the
word /tjan51 iN214/ movie’ in the context of the
phrase /khan51 # tjan51 iN214/ watch movies’, we
examined whether the word-level bigram probability
P(movies|watch) predicts the duration of both
syllables tjan51 and iN214 in the same way.
If word-level predictability influences component
syllables equally, it suggests that syllable-level
speech planning is closely linked to word-level
representations.
Finally, we examined these predictability effects’

interactions with final lengthening. This continues
a recent thread of studies that look at whether
predictability effects are modulated by prosodic
effects, which boundary marking is supposedly a
part of. The rationale was that the highlighting of
less predictable units has been served by boundary
marking as part of the overall prosodic structure that
mediates the relationship between predictability and
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acoustic cues [1, 20, 11]. This research question also
motivated the selection of syllable duration as the
target, since previous studies on final lengthening
mostly focus on syllable position [7, 6].
Three types of predictability measurements

were examined: unigram surprisal (i.e., lexical
frequency), bigram surprisal (i.e., contextual
predictability at specific local contexts), and bigram
informativity. Following [13, 14], we define bigram
informativity as a word/syllable type’s average
bigram surprisal as estimated from a corpus.

2. METHOD

2.1. Speech corpus

We extracted durational data of Taiwan
Mandarin from the Sinica Phone-aligned Chinese
Conversational Speech Database (SPCCSD, Sinica
File No. 24T-1031221; [19]). The corpus contains
3.5 hours of recordings with boundary annotation
at the phone and syllable levels. Additionally, the
corpus has word segmentation and part-of-speech
tagging based on the CKIP system [4], which
maps to a simplified tag set [10]. For research
on discourse and prosody, the corpus also has
annotations of prosodic units (PU), which are
based on paralinguistic signals such as pause and
inhalation, and discourse units (DU), which refer to
units containing a predicate and its key arguments.
As previous studies have shown that PU

boundaries with a match and mismatch to a DU
boundary exhibit different acoustic cues (e.g., [3]),
we controlled for such potential effects by only
looking at PU boundaries that coincided with a
DU boundary. We also limited our inquiry to
syllables from disyllabic words so that we could
see a clear picture of how word- and syllable-level
predictability measurements compare in modeling
phonetic variability. Overall, the analysis contained
7420 disyllabic words.

2.2. Written corpus and language models

For language modeling, we used the Academia
Sinica Balanced Corpus of Mandarin Chinese [8,
4], which has 11M word tokens and 17.5M
syllable/character tokens. Trigram language models
were trained with modified Kesner-Ney smoothing
[5] at the levels of words and syllables using
the SRILM toolkit [16, 17]. In addition to
training the model to obtain probabilities given the
previous context, models that read sentences from
the backward direction are also trained to obtain
surprisal and informativity given the following

context. This was motivated by research using
the same method showing that informativity and
surprisal given the following context account for
more variances in word duration than informativity
and surprisal given the previous context [15].

2.3. Variables in analyses

The analyses included five predictability
variables: unigram surprisal (− logP (x)), bigram
forward/backward surprisal (− logP (x|context)),
and bigram forward/backward informativity
(−

∑
context P (context|x) logP (x|context)), which

were calculated for two unit types (word, syllable).
All these variables were log-transformed (base 10)
and normalized.
To examine the effect of syllable positions within

a prosodic unit (PU), we included a predictor with
four categories: initial, medial, penultimate, and
final. We highlighted the penultimate position on top
of the final position since it has been reported that
Taiwan Mandarin has a robust disyllabic domain for
final lengthening [7, 6].
Three other variables are included: Speech rate (a

prosodic unit’s syllable count divided by its length in
milliseconds), syllable position (a syllable’s position
within a word), and each syllable’s baseline duration.
Following [18], baseline duration was the prediction
of a linear regression model that predicted syllable
duration based on the syllable’s tone and segments.

3. RESULTS

3.1. Word- vs. syllable-level predictability

Three multivariate mixed-effects models were
fit: A model with only word-level predictability
measurements (Word model), a model with only
syllable-level predictability measurements (Syllable
model), and a model with both types of variables
(Full model). Two likelihood ratio tests showed that
the Full model provided a significantly better fit
than the Word model [χ2(5) = 197.95, p < .00001]
and the Syllablemodel [χ2(5) = 193.45, p < .00001].
Table 1 summarizes the Full model. The effect

of within-PU position shows a penultimate and
final lengthening, with the initial position not
significantly different from the medial position (p
< .0001 for all pairs of comparisons except for
initial vs. medial). Most of the predictability
variables had a positive estimate, i.e., higher
surprisal/informativity was associated with longer
syllable duration. It is worth noting that even
though a few predictability variables had a negative
estimate, it was likely a result of suppression, i.e.,

4. Speech Prosody ID: 496

1401



these variables had strong correlations with variables
that predicted the dependent variable better [23].
Additional analyses showed that these variables
had positive estimates when they were the only
predictability variable in a model (Forward bigram
word surp.: 0.15, unigram word surp.: 0.09,
backward syll. inf.: 0.12, forward syll. surp.: 0.04).

Table 1: Summary of fixed effects in the mixed-
effects model;W: word-level; S: syllable-level

β SE t p(χ2)
(Intercept) 2.02 0.04 49.88
Baseline dur. 0.24 0.01 21.56 < .0001
Speech Rate -0.31 0.01 -52.11 < .0001
N. density -0.05 0.01 -4.10 < .001
W Forward Inf. 0.14 0.01 9.82 < .0001
W Backward Inf. 0.03 0.01 1.90 = .05
W Forward Sur. -0.05 0.01 -6.55 < .0001
W Backward Sur. 0.07 0.01 5.95 < .0001
W Unigram Sur. -0.05 0.01 -4.10 < .0001
S Forward Inf. 0.05 0.02 2.80 < .01
S Backward Inf. -0.03 0.02 -1.91 = .06
S Forward Sur. -0.04 0.01 -3.89 < .001
S Backward Sur. 0.11 0.01 9.18 < .0001
S Unigram Sur. 0.07 0.02 3.27 < .01
Initial 0.00 0.04 0.10 (< .0001)
Penult. 0.49 0.02 24.35
Final 0.85 0.03 30.31
2nd Syll in Word -0.25 0.02 -11.16 < .0001

3.2. Directionality and boundary effects

For analyses in this section, we ran additional
regression models where each model only had
a predictability variable [23], and the three-way
interaction between the predictability variable and
syllable position in a prosodic unit and a word. The
lstrends() function in the lsmeans [9] package was
used for post hoc analyses. We use ‘S1’ and ‘S2’ to
refer to the 1st and 2nd syllables in a word.
The upper panels in Figure 1 show the effect sizes

of word-level bigram surprisal in different positions.
Surprisal was only a positive predictor of duration
in the medial position in both the forward (S1: β =
0.04, p < .0001; S2: β = 0.02, p < .05) and backward
direction (S1: β = 0.07, p < .0001; S2: β = 0.21, p <
.0001).
Comparisons of the effect size further show

that forward surprisal had a stronger effect in S2
than S1 (β = 0.14, p < .0001), which follows
the directionality hypothesis. The opposite trend
was observed for backward surprisal, which had a
stronger effect on S1, even though the difference did
not reach statistical significance.
The lower panels in 1 show the effects of global

word-level measurements of predictability. The
effect of unigram surprisal was significant for both

S1 & S2 within a word in the medial position (S1: β
= 0.13, p < .0001; S2: β = 0.07, p < .0001) and for
S1 in the penultimate position (β = 0.07, p < .01).
The effect of forward informativity was significant
at all positions (p < .05 for S1 in the final position
and p < .0001 for other positions) except for S2 in
the penultimate position. The effect of backward
informativity was significant at all positions (p <
.0001) except for S2 in the penultimate position and
S1 in the final position. In other words, the effect of
word-level unigram surprisal was neutralized at the
final position similar to bigram surprisal, while the
effect of informativity was not.
Comparisons of the effects in S1 and S2 show

that unigram surprisal was a significantly or nearly
significantly stronger predictor at S1 than S2 at the
medial (β = 0.06, p < .0001) and the final position (β
= 0.07, p = .05). For forward informativity, the same
comparisons were significant in the same direction
(medial: β = 0.05, p < .0001; penultimate: β = 0.08,
p < .05). Finally, for backward informativity, the
same comparison was only significant in the same
direction for the penult position (β = 0.11, p < .01).
Overall, these comparisons showed that unigram and
informativity generally predicted the duration of S1
better.

Figure 1: Effect sizes of word-level bigram
surprisal (upper panels), informativity, and
unigram surprisal (lower panels) at syllable
positions within an PU (X axis) and word
(color/shape).

Syllable-level bigram surprisal also exhibited a
strong directionality effect in terms of its effect
size. As shown in the upper panels in Figure 2, at
medial and penultimate positions, forward bigram
surprisal is a stronger predictor of duration for S2
(medial: p < .0001), whereas backward bigram
surprisal was a stronger predictor for S1 (medial: p <
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.0001; penult: p < .001). In other words, contextual
probability conditioned on a syllable within a word
had a stronger effect in predicting syllable duration.
On the other hand, as shown in the lower panels

in Figure 2, the effect of syllable-level unigram and
informativity was either stronger at S1 (backward
surprisal at penult: p < .01; medial: p < .0001)
or did not differ between S1 and S2. These two
measurements were also a positive predictor of
syllable duration at more within-word and within-
PU positions (positive estimates with at least p < .05
for all except for backward informativity for S2 at
the penultimate position) than syllable-level bigram
surprisal.

Figure 2: Effect sizes of syllable-level bigram
surprisal (upper panels), informativity, and
unigram surprisal (lower panels) at syllable
positions within an PU (X axis) and word
(color/shape).

4. DISCUSSION & CONCLUSION

The results show that having both word-level and
syllable-level predictability variables significantly
improved the modeling of syllable duration.
If the correlation between predictability and
durational variability reflects the planning of speech
production, this finding suggests that such planning
is likely made at both levels of representation. The
effect of word-level predictability is especially
interesting since it suggests that the phonetic
variability at a lower-level unit (syllable) is also
affected by word-level statistics.
We further inspected the percolation effect of

word-level predictability by examining whether,
within a disyllabic word, word-level predictability
effects applied uniformly to both syllables. The
results show a split between bigram surprisal on one
hand and bigram informativity and unigram surprisal

on the other. For bigram surprisal, the expected
directional effect was found: forward surprisal
predicted the duration of the initial syllable better,
while backward surprisal predicted the duration of
the second syllable better. In other words, word-
level bigram surprisal mostly had local effects.
However, word-level informativity and unigram

surprisal, which are word-specific measurements
that do not vary across a word’s occurrences in
different local contexts, were more predictive of
syllable duration in the initial syllable. It suggests
that phonetic variability of a word’s first syllable
might have been used to signal predictability at the
level of word types, i.e., whether the word type is
frequent or informative (i.e., often occurring in more
predictable contexts).
In addition, we found that syllable-level bigram

surprisal ismore predictive of syllable durationwhen
conditioned within a word. In other words, even
if we focus on how syllable duration and syllable-
level predictability correlate, word boundaries are
still making an impact, suggesting the crucial role
of word-level information (and in terms of data
processing for a language like Mandarin Chinese,
the role of word segmentation) in the modeling of
syllable-level phonetic variability.
Finally, predictability effects (especially for

surprisal) were weakened or neutralized at PU
boundaries: At the final position, where pre-
boundary lengthening was the strongest, and at the
initial position, where pitch reset has been found [3].
In other words, there was likely a trade-off between
the presence of boundary cues and predictability
effects. This finding is consistent with the view
that the prosodic structuremodulates the relationship
between predictability and phonetic variability [1,
20, 11].
To conclude, this study presents a clearer picture

of how predictability measurements at different
levels affect phonetic variability under different
conditions. The results suggest that speakers may
be simultaneously tracking two levels of statistical
information in speech production. We have further
shown that local predictability measurements like
surprisal exhibit local effects and are more prone
to neutralization in their interaction with prosodic
positions, which differs from the behavior of global
(i.e., word-type level) measurements such as lexical
frequency and informativity.
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