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ABSTRACT 
 
Extensive work in speech perception indicates that 
given the same speech signal, listeners behave 
differently when viewing East Asian faces compared 
to Caucasian faces. An untested question is whether 
visual guise also affects speech production. If 
speakers assume that an Asian face depicts a non-
native English speaker, we predict that speech 
towards an Asian face should be hyper-articulated 
compared to speech towards a Caucasian face and 
should acoustically resemble speech towards an 
imagined non-native listener. Moreover, individual 
differences in ratings of how likely the faces depict 
non-native speakers should predict variation. Results 
reveal that: (1) speech towards an East Asian face is 
hyper-articulated compared to a Caucasian face 
through a slower speaking rate; (2) non-native-
directed speech is even more hyper-articulated than 
speech towards an East Asian face; (3) ratings do not 
predict differences between visual conditions. This 
study has implications for the relationship between 
speech perception, production, and social 
expectations. 
 
Keywords: Speaking style, Visual guise, Non-native-
directed speech, Perceived ethnicity, Sociolinguistics 

1. INTRODUCTION 

Extensive research has shown that the perceived 
ethnicity of visual guises can impact speech 
perception by triggering sociolinguistic expectations 
about speakers [1, 2, 3, 4]. For example, Rubin [5] 
presented listeners with the same recording of a 
lecture produced by a native speaker of American 
English and found that listeners who see a picture of 
an East Asian woman show lower comprehension 
(i.e., lower cloze test accuracy) of the lecture material 
and rate the voice as more accented compared to 
listeners who see a picture of a Caucasian woman. 
This phenomenon has been explained as a type of 
linguistic stereotyping – visual cues to a speaker’s 
group membership can generate expectations about 
their speech as being more accented due to listener 
biases (e.g., that East Asians are non-native English 
speakers) [5, 6, 7, 8]. Other work has found that an 
East Asian guise can enhance comprehension. 

McGowan [9] showed that for Mandarin-accented 
speech, transcription accuracy in a speech-
perception-in-noise task is higher when a picture of 
an East Asian woman is presented to listeners 
compared to a Caucasian woman or a silhouette. The 
greater congruency of the East Asian face with 
accented speech thus increases comprehension 
compared to the less compatible Caucasian face [9, 
10]. In general, these prior studies in speech 
perception are consistent with the assumption that 
seeing an East Asian face may trigger a “forever 
foreigner” stereotype [11] and that the sociolinguistic 
expectations of East Asian and Caucasian faces can 
induce distinct perceptual responses. 

An untested question is whether the perceived 
ethnicity of visual guises also impacts speech 
production. Prior work has shown that speakers tend 
to produce more effortful speech (e.g., through a 
slower speaking rate) when communicating with 
listeners who may have difficulty understanding 
them, such as non-native speakers or individuals who 
are hard-of-hearing [12]. These acoustic-phonetic 
modifications, also known as “clear speech”, benefit 
listeners by increasing intelligibility compared to 
more “casual speech” [13]. Clear and casual speech 
are often elicited through explicit instructions to 
speakers (e.g., “Speak clearly to someone who may 
have trouble understanding you”; “Say the sentences 
in a natural, casual manner” [14]). However, it is not 
yet known whether the presentation of different visual 
guises (without written instructions) will affect 
speech production. 

The current study tests three hypotheses. If seeing 
an Asian face triggers expectations that the listener is 
a non-native speaker with difficulty understanding 
English, then: (1) speakers should hyper-articulate 
(i.e., produce greater intensity, higher pitch, slower 
speaking rate, and greater pitch range) when looking 
at an Asian face compared to a Caucasian face; (2) 
speech patterns in the Asian and Caucasian face 
conditions should be similar to non-native-directed 
speech and casual speech, respectively (where the 
latter two styles are elicited via explicit instructions); 
(3) individuals who rate the Asian face as being more 
likely to be a non-native speaker relative to the 
Caucasian face should hyper-articulate more when 
looking at the Asian face. 
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2. METHODS 

2.1. Participants 

48 native English speakers (35 female, 13 male, 0 
non-binary; mean age = 19.17; sd = 1.71) were 
recruited from the University of California, Davis 
(UC Davis) Psychology subjects pool and received 
course credit. One participant was removed for lack 
of attentiveness during the task. 

2.2. Visual Guises 

Figure 1 shows the images of the Asian and 
Caucasian faces. The pictures, which were selected 
from the Chicago Face Database, were rated as being 
females in their mid-20s and as conforming to their 
self-reported ethnicity in a norming study [15]. 
 

 
 

Figure 1: The Asian face (left) and the Caucasian face 
(right) used in this study. 

2.3. Procedure 

Participants completed two recording sessions on 
separate days between one and three days apart. In 
one session, there were two blocks – one presented 
the Caucasian face, and another presented the Asian 
face. The order of the blocks was counterbalanced. 
On each trial, speakers were shown a face and a 
sentence and asked to “produce the sentence to the 
listener in the image”. After both blocks, participants 
rated the faces on how much they looked like non-
native English speakers from 1 (“Strongly Disagree”) 
to 7 (“Strongly Agree”). 

In another session, there were three blocks: (1) 
non-native-directed speech; (2) casual speech; (3) 
hard-of-hearing-directed speech (not analyzed here). 
To elicit non-native-directed speech, speakers were 
asked to imagine “talking to a listener who is a native 
speaker of Mandarin and is learning English”. For 
casual speech, participants were asked to talk 
“casually” as if “to a listener who is a native speaker 
of English”. The non-native-directed speech block 
always preceded the casual speech block. Neither 
block presented a visual image. 

For all blocks, speakers produced the same 80 
semantically unpredictable sentences (e.g., “Tom 

discussed the hay”) from the Speech Perception in 
Noise Test [16]. Session order was counterbalanced. 
Productions were recorded in a sound-attenuated 
booth using a Shure WH20 XLR head-mounted 
microphone and digitally sampled at a 44-kHz rate. 

2.4. Statistical Analysis 

Intensity, pitch, speaking rate, and pitch range were 
measured over each sentence using Praat [17]. Speech 
rate was calculated by dividing the number of 
syllables by the sentence duration (in seconds). Each 
variable was modelled via separate linear mixed-
effects regression models with the lme4 R package 
[18]. All models had a treatment-coded fixed effect of 
Block (4 levels: Asian face, Caucasian face, Non-
native-directed, Casual [reference level]) with by-
listener and by-sentence random intercepts and by-
listener random slopes for Block. The marginal and 
conditional coefficients of determination were found 
with the r.squaredGLMM function [19]. 

To test whether the ratings of the faces affected 
individual differences between the visual guise 
conditions, a correlational analysis was conducted. 
For each participant, the difference in ratings between 
the Asian and Caucasian faces was calculated, where 
a more positive difference indicates a greater 
perception that the Asian face corresponds to a non-
native English speaker. For each participant, the 
difference between the mean value in the visual 
conditions was calculated for each acoustic variable. 
Pearson product-moment correlations were computed 
between the difference in ratings and the difference in 
the acoustic variables (e.g., testing if those who rated 
the Asian face as being more likely to be a non-native 
speaker also spoke with greater average intensity in 
the Asian face condition). 

3. RESULTS 

3.1. Intensity 

Neither non-native-directed speech (Coef = 0.59, SE 
= 0.37, z = 1.62, p = 0.11), nor the Asian face 
condition (Coef = 0.11, SE = 0.57, z = 0.20, p = 0.84), 
nor the Caucasian face condition (Coef = 0.40, SE = 
0.54, z = 0.74, p = 0.47) are significantly different in 
mean intensity from casual speech. The marginal and 
conditional coefficients of determination were 0.001 
and 0.88, respectively. 

3.2. Pitch 

Neither non-native-directed speech (Coef = 1.86, SE 
= 1.10, z = 1.70, p = 0.10), nor the Asian face 
condition (Coef = -1.72, SE = 0.98, z = -1.77, p = 
0.08), nor the Caucasian face condition (Coef = -1.44, 
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SE = 2.97, z = -1.14, p = 0.26) are significantly 
different in mean pitch from casual speech. The 
marginal and conditional coefficients of 
determination were 0.004 and 0.81, respectively. 

3.3. Pitch Range 

Mean pitch range across conditions is provided in 
Figure 2. Non-native directed speech contains a 
significantly larger pitch range than casual speech 
(Coef = 8.12, SE = 1.32, z = 6.14, p < 0.001). There is 
no difference in pitch range between the Asian (Coef 
= 2.43, SE = 1.70, z = 1.43, p = 0.16) and Caucasian 
face conditions (Coef = 0.65, SE = 1.76, z = 0.37, p = 
0.71) from casual speech. The marginal and 
conditional coefficients of determination were 0.008 
and 0.65, respectively. 
 

 

Figure 2: Mean pitch range (Hz) by condition. Error bars 
represent standard errors. 

3.4. Speaking Rate 

Figure 3 shows mean speaking rate by condition. 
Non-native-directed speech (Coef = -1.48, SE = 0.1, z 
= -14.75, p < 0.001), the Asian (Coef = -0.45, SE = 
0.09, z = -4.81, p < 0.001), and Caucasian face 
conditions (Coef = -0.26, SE = 0.06, z = -4.14, p < 
0.001) are all slower than casual speech. The 
marginal and conditional coefficients of 
determination were 0.30 and 0.85, respectively. A 
model with the same random effects structure that 
excluded casual speech and coded non-native-
directed speech as the baseline level indicated that 
non-native directed speech is even slower than the 
Asian (Coef = 1.03, SE = 0.10, z = 10.54, p < 0.001) 
and Caucasian face conditions (Coef = 1.23, SE = 
0.11, z = 11.35, p < 0.001). A final post-hoc model 
that only included the two visual guise conditions 
revealed that speaking rate in the Asian face condition 
is slower than in the Caucasian face condition (Coef 
= -0.20, SE = 0.08, z = -2.55, p = 0.01). The speaking 
rate results can be summarized as follows, from 

fastest to slowest: Casual > Caucasian Face > Asian 
Face > Non-Native-Directed.  
 

 

Figure 3: Mean speaking rate (syllables per second) by 
condition. Error bars represent standard errors. 

3.5. Non-Native Speaker Ratings 

The difference in ratings between the Asian and 
Caucasian faces did not correlate significantly with 
differences between the visual conditions for any 
acoustic variable (Intensity: r = -0.01, p = 0.97; Pitch: 
r = -0.22, p = 0.14; Pitch Range: r = -0.01, p = 0.95; 
Rate: r = -0.28, p = 0.053). 

4. DISCUSSION 

The current study supports the hypothesis that 
speakers hyper-articulate more when looking at a 
picture of an East Asian face compared to a picture of 
a Caucasian face. More specifically, speakers talk 
more slowly towards an East Asian face than a 
Caucasian face. However, speech towards an 
imagined non-native listener, which is hyper-
articulated compared to casual speech through greater 
pitch range and slower speaking rate, is even slower 
than the Asian face condition. We also find that 
explicit ratings of how much the faces correspond to 
non-native English speakers do not correlate with 
differences in production between the visual 
conditions.  

Overall, the slower speaking rate in the East Asian 
face condition relative to the Caucasian face 
condition is in line with a considerable body of work 
in speech perception on effects of visual guise [5, 6, 
7, 8, 9, 10]. Visual cues, such as apparent ethnicity, 
can trigger expectations about group membership 
based on linguistic stereotypes. The assumption that 
East Asians are non-native English speakers leads to 
downstream effects in both speech perception and 
production. Similar to how listeners demonstrate 
better understanding of Mandarin-accented speech 
with a congruent East Asian face [9], speakers talk 
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more slowly towards an East Asian face to aid listener 
comprehension. The current results also align with 
prior work in syntax and pragmatics indicating that 
listeners accommodate non-native speakers to 
facilitate communication (e.g., through greater 
leniency for syntactic errors [20] and for 
pragmatically odd or under-informative utterances 
[21, 22]). 

Although speakers talk more effortfully towards 
an East Asian face than a Caucasian face, even greater 
hyper-articulation is observed in non-native-directed 
speech on pitch range and speaking rate. One way to 
account for the larger effect size in the non-native-
directed speech condition is by appealing to Hypo- 
and Hyper-articulation (H&H) Theory [23] and the 
concept of informativity from Bayesian frameworks 
of speech perception [24, 25]. According to H&H 
Theory, articulatory patterns reflect competing goals 
between conserving effort and maximizing clarity. 
Whether speakers choose to produce more hyper-
articulated speech, at the expense of articulatory 
effort, depends on how likely they think the listener 
will understand them. This likelihood is partially 
determined based on the informativity of socio-
indexical cues. For example, in the non-native-
directed speech condition in the current study, 
speakers are given an explicit description of the 
imagined listener as a “native speaker of Mandarin” 
who is “learning English”. This written guise 
provides high certainty about the language 
background of the listener and is thus an informative 
cue. Given prior experience interacting with non-
native listeners, speakers may talk with a highly 
effortful style to maximize clarity and reduce 
potential comprehension difficulties. In contrast to a 
written guise, visual cues to apparent ethnicity are 
less informative. Although ethnicity and language 
background can be correlated [26], they are not in a 
one-to-one relationship [27]. In fact, the majority of 
Asian Americans in the United States are actually 
proficient in English [28]. Visual guises thus offer 
less information about the language background of 
the listener, leading to greater uncertainty about 
whether the listener is a native or a non-native 
speaker, and therefore, whether hyperarticulation is 
necessary to facilitate communication. While 
linguistic stereotypes and biases may lead to a slower 
speaking rate towards East Asian faces than 
Caucasian faces, uncertainty about listener identity 
means that speakers are less willing to expend 
articulatory effort, thereby resulting in a smaller 
effect size compared to the non-native-directed 
condition. 

Although speech towards an East Asian face is 
hyper-articulated compared to a Caucasian face, both 
visual conditions are significantly slower compared 

to casual speech towards an imagined listener who is 
a native English speaker. One possible explanation is 
that, relative to speech directed towards an imagined 
listener, visual guises simulate a more ecologically 
valid interaction with a real listener, thus resulting in 
a distinct speaking style. This is consistent with prior 
work showing acoustic differences between speech 
towards a real listener and speech towards an 
imagined listener [29, 30, 31]. Future work should 
more explicitly test how real-listener-directed speech 
compares acoustically to guise-directed speech. 

Another direction for future research is to examine 
the role of implicit biases on speech towards visual 
guises. In the current study, speakers were asked to 
provide explicit ratings for the East Asian and 
Caucasian faces on how likely they corresponded to a 
native or non-native speaker, and no correlations 
were found between the ratings and the acoustic 
results. Prior studies, however, have shown that 
explicit judgments and implicit beliefs do not 
necessarily overlap [32]. More work is needed to see 
whether more implicit measures, such as the Implicit 
Association Test, can better account for individual 
differences in production towards visual guises. 

Speaking style could also differ between other 
pairs of guises, such as a picture of a digital device 
and a human. Recent studies have proposed that, 
similar to East Asian individuals, people may be 
biased towards thinking that voice-activated 
artificially intelligent assistants have difficulty 
understanding them [33, 34, 35]. Consistent with 
these accounts, Aoki, Cohn, and Zellou [36] showed 
that presenting a picture of a cylindrical device 
decreases transcription accuracy in a speech-
perception-in-noise task compared to a picture of a 
human for both a naturally produced voice and a text-
to-speech voice. Bias against digital devices may 
elicit a more hyper-articulated speaking style towards 
a picture of a device compared to a human. 

5. CONCLUSION 

Although much past work has examined how the 
perceived ethnicity of visual guises affects speech 
perception, little work has explored effects on speech 
production. The current study begins to fill this gap, 
showing that speakers hyper-articulate towards East 
Asian faces compared to Caucasian faces through a 
slower speaking rate. These results lead to further 
questions about the nexus between speech perception, 
speech production, and social expectations. 
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