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ABSTRACT 

The current study tests the hypothesis that 

voicing and devoicing of stop consonants are 

phonatory tasks that are accomplished by a variable 

synergy of laryngeal and supraglottal articulators. We 

investigate the cross-linguistic differences in that 

synergy using RT-MRI of connected speech. French 

voiced stops were observed to have larger oral 

aperture, shorter oral constriction duration, higher 

velum position, more advanced tongue root, and 

larger post-constriction cavity than voiceless stops. In 

English, fewer articulatory dimensions are involved. 

Voiced stops have more advanced tongue root, lower 

larynx, and larger post-constriction cavity than 

voiceless stops. Moreover, by comparing nasals with 

voiced and voiceless stops, we found that the 

supraglottal adjustments are primarily employed for 

the devoicing rather than the voicing task. The results 

are consistent with the voicing/devoicing goal 

hypothesis, but languages differ in the articulatory 

dimensions used for this goal. 

 

Keywords: stop, voicing, articulation, French, 

English. 

1. INTRODUCTION 

The stop voicing categories have been described 

as contrasting in voicing and aspiration [1], [2]. 

Languages with a two-way voicing contrast, are 

classified into two types of systems— the ‘true 

voicing’ and ‘aspirating’ languages [1], [2]. The ‘true 

voicing’ languages, such as French, Spanish, Russian 

and Portuguese, have rigorous closure voicing for 
voiced stops whereas their voiceless stops lack 

closure voicing and post-closure aspiration.  For 

‘aspirating’ languages, such as English and 

Mandarin, the contrast is considered as primarily in 

aspiration. These languages all have a category called 

voiceless aspirated stops with no closure voicing but 

post-closure aspiration. The other category typically 

does not have closure voicing and can be described as 

phonetically voiceless unaspirated stops. Note that 

while English is described as an ‘aspirating’ 

language, the latter category is not the canonical 

voiceless unaspirated stops. In the literature, it is also 

called phonologically voiced stops or lax voiceless 

stops. Closure voicing is generally lacking in domain-

initial positions and intervocalic closure voicing is not 

always robust [1], [3]. 

The articulatory basis for voicing distinction has 

been proposed to lie in oral-laryngeal timing in 

models like articulatory phonology [4], [5] (see 

Figure 1). For both voiceless unaspirated and 

aspirated stops, the glottal opening gesture is timed 

in-phase with oral closing gesture, resulting in the 

silent closure interval [6]. For voiceless unaspirated 

stops with short-lag voicing onset time (VOT), the 

glottal closing gesture occurs before the oral release 

gesture, whereas for voiceless aspirated stops with 

long-lag VOT, the onset of the glottal closing gesture 

occurs near oral release [6], [7]. For phonologically 

voiced stops, only the oral constriction gesture is 

supposed to be activated. The presence of vocal fold 

vibration in the closure interval is not assumed to be 

specifically controlled. It is regarded as the default 

glottal state once phonation is initiated and when an 

active glottal opening-and-closing gesture is absent. 

 
Figure 1: Illustration of the articulatory basis for voicing. 

 

A potential problem with this proposal is that 

closure voicing does not always occur automatically 

with adducted vocal folds. Closure voicing is subject 

to the aerodynamic voicing constraint [8], [9]. With 

appropriately approximated and tensed vocal folds, a 

sufficient transglottal pressure difference, i.e., 

sufficiently larger subglottal pressure than intraoral 

pressure, is also needed to sustain continuous glottal 

airflow. However, the vocal tract constriction in stops 

quickly decreases the transglottal pressure. Without 

additional adjustments, voicing would cease quickly. 

Active glottal and supra-glottal articulations, such as 

vocal folds slackening [10], post-constriction cavity 

enlargement like larynx lowering and tongue root 

advancement [8], [11], oral/nasal leakage [12] and 

constriction duration reduction, [13] have been shown 

to be possible mechanisms for sustaining voicing [8], 

[12]. Terminating or inhibiting voicing can also 

require mechanisms in addition to the glottal opening 

gesture, like tightly adducting the vocal folds and 

stretching the vocal folds [7], [14], [15].  
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To account for these observations, some 

researchers suggest more global task goals, such as 

aerodynamic goals [16], [17]. [16] postulate a 

transglottal pressure task during voiced stop 

production. For devoicing in voiceless stops, they 

propose that the glottal opening gesture is the primary 

task involved. Nevertheless, the authors agree that 

other gestures like achieving a high F0 task goal by 

stretching and stiffening the vocal folds may also 

contribute to devoicing. Thus, [16] further discuss the 

possibility of postulating a ‘voicing/devoicing’ task 

that engages a flexible synergy comprising articulator 

components like glottal width, glottal tension, total 

lung force, and post-constriction cavity volume. 

The current rt-MRI articulatory study 

investigates the cross-linguistic differences in the 

synergies comprising potential phonatory 
‘voicing/devoicing’ tasks by examining the supra-

glottal articulations during production of contrasting 

voiced and voiceless stops in French and English. For 

‘true voicing’ languages like French, multiple 

articulator components are expected to be involved in 

achieving the voicing/devoicing tasks. However, for 

languages like English without rigorous closure 

voicing, fewer and less consistent articulatory 

dimensions might be employed in the 

voicing/devoicing tasks [12].  

2. METHODS 

The French articulatory data consist of mid-sagittal 

real-time MRI videos acquired from 5 male and 5 

female French speakers aged 29 ± 8 years [18]. The 

speakers read aloud the speech materials, consisting 

of 77 manually constructed sentences with an almost-

exhaustive coverage of the French speech sounds in 

various phonetic contexts (see [18] for more 

details). The MRI images were collected on a 

Siemens Prisma 3T scanner with a frame rate of 50 

frames/s, image size of 136 × 136 and resolution of 

1.6 mm × 1.6 mm. The audio was recorded in the MRI 

scanner with a sampling rate of 16kHz and then noise-

cancelled using the algorithm described in [19]. The 

audio was automatically force-aligned with the 

transcriptions of words and phonemes using the 

French speech recognition system Astali. The English 

articulatory data were taken from the recordings of 7 

participants in the publicly available USC-TIMIT 

real-time MRI database [20]. The participants were 

native speakers of American English (2 male, and 5 

female, aged 30 ± 9 years). They read 460 sentences 

from MOCHA-TIMIT, a database designed to elicit 

all the English phonemes in various phonological and 

prosodic contexts. MRI data were acquired on a Signa 

Excite HD 1.5T scanner. The image resolution is 2.9 

× 2.9 mm. The image size is 68 × 68. The 

reconstructed frame rate is 23.18 frames/s. The audio 

was simultaneously recorded at a sampling rate of 

20kHz and then noise-cancelled using the method 

described in [22]. The audio has been force-aligned 

with text annotations of phonemes, words and 

sentences using SailAlign [21]. 

The articulatory analysis was based on stop and 

nasal tokens in the #_V, V_V, V_# contexts with oral 

vowels (# indicates utterance boundaries). Nasals 

were included as a neutral condition against which to 

evaluate articulator contributions to voicing and 

devoicing tasks. Velar nasals were not included 

because French does not have native velar nasals and 

most English velar nasals are from the ‘ing’ suffix. 

We analyzed a total of 1479 and 3910 stop tokens for 

French and English respectively.  

The articulator contours in the MRI videos were 
tracked using the region-based  segmentation method 

described in [22]. We first selected a reference frame 

during speaking without close approximation of 

articulators, and manually constructed an initial 

template locating the contours of the articulator 

segments such as tongue, hard palate, velum, lips, 

jaw, pharyngeal wall, epiglottis, etc. (see Figure 2 top 

left panel). Then, the initial template was registered 

to each frame of the MRI video and the air-tissue 

boundaries of the articulators were extracted using a 

hierarchical gradient descent procedure. 

  

   
Figure 2: The region-based segmentation and centroid 

tracking analyses. Top left: the initial template; Top right: 

labial (white), alveolar (red), velar (green) and velic (cyan) 

search regions; The displayed frame is one where maximal 

alveolar constriction is achieved. The straight line denotes 

the minimal distance between two articulator contours. The 

yellow cross denotes the tongue root position; Bottom left: 
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the regions of interest (ROIs, triangle: velum; rectangle: 

larynx) and tracked centroids; Bottom right: post-

constriction cavity mid-sagittal plane (blue). 

 

Four search regions were identified to extract 

constriction aperture time series, i.e., the minimal 

distance between two contour lines (Figure 2 top 

right)— (1) lip constriction: between upper and lower 

lips, (2) alveolar constriction: between the tongue and 

alveolar ridge, (3) velar constriction: between the 

tongue and palate and (4) velic constriction: between 

the upper boundary of the velum and upper 

pharyngeal wall. The algorithm generates one single 

contour for the hard palate and tongue respectively. 

To separate the alveolar and velar search regions, we 

manually marked the boundary between the alveolar 

ridge and hard palate for each speaker by inspecting 

the reference image. The x-coordinate of the marked 

boundary point was used to divide the two regions. 

The generated velum contour was also divided into 

two parts: the upper and lower contours. The lower 

velum contour was used for the velar search region 

whereas the upper velum contour for the velic region. 

The upper pharyngeal wall was defined as the 

pharyngeal contour above the lowest velum point. 

Horizontal tongue root movement was examined 

using the x-coordinate of tongue root position over 

time (Smaller x means more advanced). The tongue 

root point was defined as the point with the smallest 

y-coordinate on the tongue contour (the yellow cross 

in Figure 2 top right panel). Vertical larynx and velum 

movement trajectories were generated using a 

centroid-tracking method [23]. The algorithm 

automatically tracks the intensity-weighted centroid 

of an object in a user-defined region of interest (ROI). 

For each speaker, we manually specified a 

rectangular larynx ROI and a triangular velum ROI, 

which roughly cover the movement range for the 

arytenoid cartilage and velum respectively (see 

Figure 2, bottom left). The y-coordinates of the larynx 

and velum centroids over time were taken as the time 

series of vertical larynx and velum movements (larger 
y means higher position). The time series of mid-

sagittal post-constriction cavity area was computed 

by combining all the articulator contours ranging 

from the constriction location (the straight line 

denoting minimal distance between oral articulators) 

to the middle of arytenoid cartilage (y-coordinate of 

the larynx centroid) at each time point (see the blue 

contour in Figure 2, bottom right). All the time series 

were smoothed with a span of 15 data points using the 

rloess function in Matlab. 

The maximum constriction and gesture duration 

of oral gestures were computed using 

the findgest algorithm in MVIEW [24]. We 

searched for a velocity minimum closed to the mid-

point of the force-aligned acoustic consonant interval. 

The aperture size at the velocity minimum was taken 

as the maximum constriction (MAXC). Then, two 

velocity peaks (PVEL1 and PVEL2) preceding and 

following MAXC were identified. Gestural duration 

was calculated as the difference between gestural 

onset and offset, which are defined using the 20% 

threshold criterion (onset: 20% of the range between 

the velocity minimum preceding PVEL1 and PVEL1; 

offset: 20% of the range between PVEL2 and 

following velocity minimum). Labelling errors were 

corrected manually. Non-oral-constriction 

articulatory parameters, i.e., velic aperture, velum 

height, horizontal tongue root position, larynx height, 

and post-constriction cavity area, were measured at 

the time point of MAXC. 

We fit linear mixed-effects models with factors 

voicing and place of articulation 

(POA) for each articulatory dimension using 

lmer()in the R package lme4 [25]. Their 

interaction was included if justified by the likelihood 

ratio test. Two separate series of models were fit—

v=vl and v=vl=nas models. In v=vl models, 

voicing has two levels—voiced and voiceless with 

voiceless as the reference level. In v=vl=nas models, 

nasal was included as a reference level for the factor 

voicing. Only bilabial and alveolar data were 

analyzed because velar nasals were not included. For 

velum-related and cavity size measures, the nasal 

condition is no longer a neutral condition. 

Comparison with the nasal condition is not 

meaningful for these measures. Thus, only the v=vl 

model is reported in such cases. 

 

 Table 1: The results for the voicing effects. Notations: 

v: voiced; vl: voiceless; nas: nasal; -: non-significant 

comparison; n.s.: non-significant, * p ≤ 0.05, ** p < 0.01, 

*** p < 0.001. POA effects are not reported here.  

 French English 

oral aperture v>vl: **; 

vl<nas: **; 

v-nas: n.s. 

n.s. 

oral constriction 

duration 

v<vl: *; 

vl-nas: n.s.; 

v-nas: n.s. 

v-vl: n.s.; 

vl>nas: *; 

v-nas: n.s. 

velic aperture v-vl: n.s. v-vl: n.s. 

velum height v>vl: *; n.s. 

horizontal tongue 

root position 

v<vl: *; 

vl>nas: *; 

v-nas: n.s. 

v<vl: ***; 

vl>nas: *; 

v-nas: n.s. 

larynx height v-vl: n.s.; 

v>nas: ***; 

vl>nas: * 

v<vl: ***; 

v>nas: *** ; 

vl>nas: *** 

mid-sagittal post-

constriction cavity 

area 

v>vl: *** v>vl: *** 
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3. RESULTS 

The results for the voicing effects are shown 

in Table 1. The v=vl models reveal that French voiced 

stops have larger oral constriction aperture (v>vl), 

shorter oral constriction duration (v<vl), higher 

velum (v>vl), more advanced tongue root (v<vl), 

larger mid-sagittal post-constriction cavity area 

(v>vl) than voiceless stops. In English, voiced stops 

only have more advanced tongue root (v<vl), lower 

larynx (v<vl), and larger mid-sagittal post-

constriction cavity area (v>vl) than voiceless stops. In 

the v=vl=nas models, when a significant comparison 

involving nasals was found, it is generally the nasal-

voiceless comparison (e.g., vl<nas for oral aperture in 

French), except for larynx height (v, vl>nas). This 

result suggests that voicing effect is largely driven 

by the difference between nasals and voiceless stops.  

4. DISCUSSION 

The current results show that both languages 

engage multiple supra-glottal articulatory 

components in the voicing contrast,  consistent with 

the hypothesis that voicing/devoicing can be more 

global linguistic motor tasks achieved by a synergy of 

laryngeal and supraglottal articulatory components 

[16], [17]. However, the exact task variable for 

voicing/devoicing remains to be investigated. [16] 

suggests voicing amplitude whereas [26] focuses 

more on durational measures like VOT. Moreover, a 

further way to gain insight on the synergy might be to 

investigate the compensatory or cooperative 

behaviors among the articulatory dimensions by more 

controlled experiments.  

We also found that the difference in supraglottal 

articulations between voiced and voiceless stops is 

largely driven by the difference between nasals and 

voiceless stops. Previous research generally assumes 

that the supra-glottal articulations in stop voicing 

contrast are employed for sustaining voicing rather 

than devoicing. Terms like cavity expansion and 

oral/nasal leakage are frequently used [9], [13], [17]. 

However, our results suggest that in both languages, 

devoicing mechanisms, like aperture size reduction 

and tongue root retraction, seem to be involved more 

than voicing-sustaining mechanisms, at least for the 

dimensions where nasal data is meaningful. Most 

previous studies like [13], [26] did not include nasals 

as a neutral condition and could not evaluate the 

articulator contributions to voicing and devoicing. 

The English data from [9] included nasals for 

dimensions like tongue root. They found that for 
tongue root position, voiceless stops and nasals show 

more similarity than voiced stops and nasals, 

indicating more involvement of voicing-sustaining 

mechanisms. However, since they only recruited one 

speaker and provided no quantitative analysis, the 

discrepancy remains to be resolved by future studies. 

Note that nasals do not seem to be a valid neutral 

condition for larynx height. In both languages, stops 

have a higher larynx than nasals. This result is 

consistent with [9], but the reasons remain murky. 

For language-specific differences, consistent 

with our prediction, and previous findings on cross-

linguistic voicing/devoicing control [12], French 

speakers employ more supraglottal articulatory 

adjustments than English speakers. French speakers 

engage articulations like adjusting oral aperture size, 

oral constriction duration, velum height, horizontal 

tongue root position, and the post-constriction cavity 

size. English speakers exhibit differences in 

horizontal tongue root position, larynx height, and 
post-constriction cavity size, consistent with [8], [27]. 

Both languages use cavity expansion/shrinkage 

mechanisms, but the synergies show language-

specific differences, i.e., expansion/shrinkage in the 

tongue root and velar regions for French but in the 

tongue root and larynx regions for English. Moreover, 

for aperture size measures, French speakers alter the 

oral aperture size, but neither French nor English 

speakers alter the velic aperture size. One explanation 

is that the effect size of velic leakage is extremely 

small [12]. The spatial resolution of the rt-MRI 

images does not allow us to reliably identify small 

nasal aperture adjustments. It is also likely that unlike 

the original proposal in articulatory phonology, other 

dimensions for velum control like velum height are 

more crucial than the velic constriction gesture. 

One limitation of the current study is that 

voicing-related acoustic measures cannot be reliably 

analyzed due to the excessive noise induced by MRI 

recordings, especially for the English dataset. 

Without the output voicing measure, it is difficult to 

assess how these articulatory dimensions contribute 

to the voicing/devoicing tasks in different languages. 

Previous studies suggest that the appearance of 

closure voicing is quite variable in English, but 

relatively robust in French [1], [3]. Thus, one may 

expect that voicing-sustaining mechanisms rather 

than devoicing mechanisms differ between these two 

languages. However, we found no evidence for more 

voicing-sustaining mechanisms in French than 

English. Language-specific differences seem to lie 

primarily in the devoicing aspect. It is unclear how 

these differences are related to the closure voicing 

differences observed across languages. One 

possibility is that other unexamined articulatory 

dimensions, such as glottal states, tongue body 

height, timing among gestures, and the respiratory 

gestures that modulate subglottal/transglottal 

pressure, play a role.  
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