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ABSTRACT 

Shared neural substrates suggest possible 

relationships among cognition, autonomic arousal, 

and speech motor control, but these systems have yet 

to be studied cohesively. Thus, the purpose of this 

study was to investigate the effects of cognitive load 

and autonomic arousal on sensorimotor adaptation of 

voice. Adults with typical speech (n = 24) were 

exposed to persistent errors to voice fundamental 

frequency (fo) in two cognitive load conditions. 

Physiological measures of the autonomic nervous 

system (ANS) were simultaneously recorded to 

determine if changes in autonomic arousal and 

cognitive load were associated with the ability to 

adapt to these errors. Results indicated cognitive load 

condition as a statistically significant predictor for fo 

responses and ANS arousal changed significantly 

between conditions. Measures of sensorimotor 

adaptation, however, showed no differences between 

conditions. 
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autonomic arousal 

1. INTRODUCTION 

It is well known that speech production and the 

autonomic nervous system are related [e.g., 1, 2, 3]; 

however much remains unknown about the effects of 

the ANS on the planning and updating processes of 

speech, known as speech motor control. The ANS 

controls and regulates physiological functions 

involving involuntary processes. The sympathetic 

and parasympathetic divisions are two important 

branches of peripheral activity that stem from the 

ANS. The sympathetic branch is responsible for 

“fight-or-flight” responses and the parasympathetic 

branch for “rest-and digest” responses [4, 5]. When 

the ANS is aroused, the sympathetic branch is 

activated, and the body’s physiological functions 

change in response to the arousing stimuli [4, 5].  

The electrodermal system is commonly targeted 

to measure ANS arousal because it is relatively easy 

to measure externally. Commercially available 

technology allows the estimation of electrodermal 

function non-invasively through wearable sensors. 

The electrodermal signal measures changes in 

conductivity due to increases in activity of sweat 

glands and is a direct measure of sympathetic 

activation [6]. Skin conductance level and response 

are the most common measures derived from this 

signal and increase when the ANS is aroused. 

Modulating cognitive load is a common way to 

elicit ANS arousal. ANS arousal and cognition share 

anatomical substrates, including the anterior 

cingulate cortex, as evidenced through functional 

imaging studies, and thus are integrated 

mechanistically [7-9]. Cognitive load can be 

modulated using various tasks employing arithmetic 

[e.g., 10, 11], distractor interference [e.g., 12], and 

executive function [e.g., 13, 14] as examples.  

Error-based motor integration, or sensorimotor 

adaptation, is a critical component of goal-directed 

behavior, including for speech production. From the 

extensive literature aimed at understanding the neural 

mechanisms involved in sensorimotor adaptation, 

three distinct brain regions have surfaced: the anterior 

cingulate cortex, the cerebellum, and the basal 

ganglia [see review: 15]. The anterior cingulate 

cortex and the cerebellum are also important for 

autonomic regulation and cognitive function; 

moreover, the basal ganglia play a role in cognitive 

function as well. The overlapping functions among 

these brain regions provide theoretical reasoning as to 

why cognition and ANS arousal may be related to 

sensorimotor adaptation of speech. Yet, 

contemporary models of speech motor control do not 

account for cognitive and autonomic perspectives, 

leaving a gap in the understanding of the neural 

mechanisms involved in speech production.   

Although models of speech motor control differ, 

most agree that neural control systems exist to ensure 

speech is produced accurately and efficiently [see 

review: 16]. Some models suggest a feedforward 

control system is used to send (and update when 

necessary) stored motor programs to speech 

articulators [17, 18]. Sensorimotor adaptation has 

been thought to be driven by the feedforward control 

system and can be targeted experimentally by 

presenting persistent and expected errors to auditory 

feedback  [e.g., 19]. Sensorimotor adaptation is 
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captured by observing how the system updates and 

integrates motor programs to correct for the errors. 

Only one prior study has described the behavioral 

effects of cognitive load, specifically attentional 

demands, on sensorimotor adaptation [20]. The study 

applied persistent auditory errors of voice 

fundamental frequency (fo) in differing attentional 

demand conditions, finding significant decreases in 

adaptation with greater attentional demands. 

Although this study provided critical evidence of the 

impact of cognitive load on sensorimotor adaptation 

of voice, there are some components that need to be 

addressed to further fill the gap in this area. First, 

because ANS activity was not recorded in this study, 

it is unclear if the reported effects were solely due to 

changes in cognitive processes, or if the effects were 

based on physiological changes as a result of the 

simultaneous ANS arousal from the cognitive 

demands. Second, this study only used about half of 

the participants in the final analyses because the other 

half did not show adaptation in the condition without 

attentional load. For these reasons, the results of this 

study must be replicated and extended.  

The purpose of the current study was to determine 

the contributions of cognition and autonomic arousal 

in error-based learning to better understand how these 

neural mechanisms are integrated. This question was 

addressed by using sensorimotor adaptation 

paradigms in adults with typical speech. Persistent 

perturbations of fo were compared between low and 

high cognitive load conditions. Electrodermal 

estimates of ANS activity were simultaneously 

collected. It was expected that the electrodermal 

measures would increase during the high cognitive 

load conditions, indicating a state of ANS arousal. 

We hypothesized that the updating processes of the 

voice would be negatively impacted by cognitive load 

and ANS arousal, such that adaptive responses to fo 

perturbations would decrease with increased 

cognitive load and increased ANS arousal. 

2. METHODS 

2.1. Participants 

Participants were native speakers of American 

English (9 cisgender males, 15 cisgender females, 

Mage = 22.76 years, SDage = 2.66 years) with no 

history of speech, language, hearing, neurological, or 

autonomic condition and no prior training in singing. 

Participants were screened to avoid potential 

confounds affecting ANS function or cognitive 

ability. Participants were non-smokers and reported 

no history of drug or alcohol abuse. Participants 

reported no prior diagnosis of mood or psychological 

disorders, sleep apnea, low/high blood pressure, 

dermatological conditions, or hyperhidrosis. No 

participants were taking prescription medications 

known affect cognitive function. Participants 

abstained from the consumption of caffeine, alcohol, 

and heavy meals, and did not endure physical activity 

or stressful events three hours prior to the experiment. 

Participants passed a pure tone hearing screening at 

25 DB HL at frequencies of 125, 250, 500, 1000, 

2000, 4000, and 8000 and a color vision screening 

with the Ishihara Color Blindness Test [21]. All 

participants had typical cognitive function as assessed 

with the Montreal Cognitive Assessment.  

2.2. Experimental design 

Participants completed four speech tasks (two 

congruent and two incongruent) consisting of saying 

the color of the font of single-word stimuli (‘red’, 

‘yellow’, ‘black’) and sustaining the midsection 

vowel of that color (/a/ in black or /ɜ/ in red and 

yellow) for approximately one second. These stimuli 

either matched the color of the font in all trials 

(congruent condition) or matched in some trials, but 

not in others (incongruent condition; Figure 1). 

During the incongruent condition, 33% of the trials 

were incongruent and the remaining 66% were 

congruent to avoid autonomic habituation. 

Presentation of the incongruent stimuli was semi-

randomized such that incongruent trials were not 

sequential. In two of the four speech tasks, 

participants were exposed to sustained, predictable 

changes in auditory feedback (‘shift-on’) whereas in 

the other two tasks participants received unperturbed 

feedback (‘control’). Thus, the four tasks were fo 

shift-on under two cognitive load conditions and 

control under two cognitive load conditions. The 

order of the tasks was counterbalanced across 

participants.  

During the ‘shift-on’ tasks, fo was shifted 

downward over the course of four phases. The first 

 
Figure 1: Single-word stimuli. Congruent: font 

color matches the word in all trials. 

Incongruent: font color matches the word in 

some trials, but not others. 

3. Speech Production and Speech Physiology ID: 396

983



phase (baseline) consisted of 33 trials of unperturbed 

auditory feedback. The second phase, (ramp) 

consisted of 33 trials gradually shifted downward by 

3.13 cents with each successive trial, reaching 100 

cents below the participant’s true fo. The following 33 

trials in the hold phase maintained this level of 

feedback. The last phase (after-effect) consisted of 33 

trials in which no perturbation was applied.  

2.3. Instrumentation and signal processing 

2.3.1. Autonomic Data 

Skin conductance is sensitive to the amount of 

activity in eccrine sweat glands [23] and is assessed 

through various measures of the electrodermal signal. 

The electrodermal signal was conditioned using a 

Biopac MP150 Data Acquisition System (Biopac 

Systems, Inc., Goleta, CA), collected with two 

disposable electrodes (EL507, Biopac Systems, Inc., 

Goleta, CA) and an amplifier (GSR 100C, Biopac 

Systems, Inc., Goleta, CA), and sampled at 14700 Hz 

using a National Instrument data acquisition card. 

Electrodes were attached to the palmar surface of the 

first and second distal phalange on the right hand. The 

tonic skin conductance level was amplified with a 

gain of 10 µS/V via a constant voltage (0.5 V). The 

phasic skin conductance response was derived from 

the tonic signal using a second-order Chebyshev 

high-pass filter with a cut-off frequency of 0.07 Hz. 

2.3.2. Adaptation Data 

Participants wore a SHURE MX153 

omnidirectional microphone positioned 45 degrees 

from the midline and 7 cm from the lips and 

Sennheiser HD 280 Pro over-ear headphones. The 

microphone signal was pre-amplified using a RME 

Quadmic II and sampled using a RME Fireface UCX 

at a rate of 44,100 Hz and 32-bit resolution. Auditory 

feedback was calibrated to +5 dB relative to the 

microphone [24]. The Eventide Eclipse V4 

Harmonizer was used to manipulate fo. 

2.4. Data analysis 

2.4.1. Autonomic data analysis 

Electrodermal activity was derived from the skin 

conductance signal and calculated using a custom 

MATLAB graphical user interface. Skin conductance 

response (SCR) count was used to capture the number 

of phasic responses. SCR count was calculated for 

each phase of the task and used in the regression 

analysis in determining its effects on fo. Due to high 

variability in ANS data across participants, the 

change in SCR count between conditions was 

calculated for each participant and the average of 

these changes was used to assess group-level arousal.  

2.4.2. Adaptation data analysis 

Estimation of fo was performed offline using an 

autocorrelation method via Praat scripts [25]. 

Analysis of adaptive responses was performed offline 

using custom MATLAB scripts. The mean fo of every 

trial in each condition was calculated over a time 

window of 40-120 ms [26] after vowel onset, to avoid 

coarticulation effects and feedback-based 

adjustments [27-29], and converted to cents relative 

to the mean fo during the baseline phase. The control 

conditions were subtracted from the shift conditions 

to account for prosody and natural variability over 

time. Adaptive responses were calculated as the mean 

fo during the hold phase after the normalization 

processes. The average fo of each phase for all 

participants was used in regression analyses.  

2.5. Statistical analysis 

All statistical analyses were performed in Minitab 

21.2. To account for group-level variability in ANS 

arousal, changes were determined using the average 

between-condition change in SCR count. One-sample 

t-tests were used to determine whether between-

condition changes in ANS arousal were greater than 

zero. Overall adaptation was assessed in each 

condition using the average fo responses during the 

hold and after-effect phases. One sample t-tests were 

used to determine if fo responses during these phases 

were greater than zero, indicating adaptation. 

Differences in adaptation between conditions were 

assessed using two-sample t-tests. A regression 

analysis was performed to comprehensively assess 

the effect of cognitive load (congruent vs. 

incongruent), phase (baseline, ramp, hold, and after-

effect), and ANS arousal (SCR count) on fo responses.  

3. RESULTS 

The one-sample t-tests for individual changes in SCR 

count between cognitive load conditions revealed a 

statistically significant change. Specifically, the 

average change in SCR count between conditions was 

6.00 peaks (SD = 4.81 peaks); t(23) = 5.72, p < .001. 

Group results for fo responses are illustrated in Figure 

2. One-sample t-tests showed significant fo responses 

greater than zero in the hold phase for both 

conditions: congruent t(23) = 2.54, p = .010, 

incongruent t(23) = 3.79, p = .001 and in the after-

effect phase for the incongruent condition: t(23) = 

1.88, p = .037. One-sample t-tests did not show 

significant fo responses greater than zero in the after-

effect phase in the congruent condition: t(23) = -0.13, 
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p = .550 The two-sample t-tests for the changes in 

adaptation between conditions did not reveal a 

significant difference in either phase: hold  t(46) = -

0.81, p = .431, after-effect t(46) = -1.46, p = .076. 

Table 1: Results of the regression analyses. * 

Indicates statistically significant (p-value < .05) 

predictor variables. 

The results of the regression model are described 

in Table 1. Condition was a significant predictor of fo 

responses, F(1, 23) = 11.05, p = .001 with larger 

responses in the incongruent condition. Phase was 

found to be a significant predictor in the model, F(3, 

23) = 7.66, p < .001 with post-hoc Tukey tests 

confirming a significantly larger mean fo during the 

hold phase, p < .05. SCR count was not a significant 

predictor of fo responses, F(1,23) = 3.58, p = .063, nor 

was the condition and phase interaction, F(3,23) = 

1.46, p = .477. 

4. DISCUSSION 

Our results indicate an increase in ANS arousal 

between conditions. This shows that the cognitive 

load task implemented in the current study 

successfully aroused the ANS. Although SCR count 

was not a significant predictor of changes in fo, further 

investigation is warranted within other systems that 

rely on sympathetic and parasympathetic activity, 

such as the cardiovascular system. The fo responses 

were significantly greater than zero in the hold phase 

for both conditions, indicating that participants 

adapted to the change in auditory feedback; further, 

the responses were not significantly different between 

conditions in either phase. Thus, the incongruent load 

did not diminish adaptation, as predicted, but perhaps, 

elicited longer-lasting adaptation, relative to the 

congruent condition, with fo responses being 

significantly greater than zero in the after-effect 

phase. Interestingly, condition was a significant 

predictor of fo responses in the regression analysis, 

likely due to the power of including responses in all 

phases, rather than the average of only the hold and 

after-effect phases as with the t-tests.  

This result is interesting because it differs from a 

prior study finding [20]. These findings may be 

different from the findings of Scheerer, et al. [20] for 

a number of reasons. First, the current study used data 

from all participants, regardless of behavior to altered 

auditory feedback, whereas Scheerer, et al. [20] 

excluded 14 out of 30 participants for not 

compensating in the low cognitive load condition. A 

second reason as to why these results may differ from 

Scheerer, et al. [20], could be the differences in the 

cognitive tasks employed. Scheerer, et al. [20] used 

an attention task, whereas the current study used a 

response inhibition task. Although attention and 

response inhibition require skills encompassed under 

the same umbrella of executive function, the degree 

of task complexity changes the neural resources 

allocated to that task. Thus, the ability to adapt vocal 

motor commands may depend on task complexity. 

Lastly, these results may differ from Scheerer, et al. 

[20] due to timing differences: the two conditions in 

Scheerer, et al. [20] were separated by one week, 

whereas the conditions in the current study were 

completed in the same visit. Because the reliability of 

fo responses to altered auditory feedback has not been 

validated, it is unclear if this relatively large break 

between sessions impacts the study effects.  

Surprisingly, from a visual inspection of the data 

(Figure 2), there seems to be a small difference in 

adaptation between conditions towards the end of the 

after-effect phase. The lack of an interaction effect 

between condition and phase could be explained by 

the high variability in participant data (congruent 

after-effect SD = 74, incongruent after-effect SD = 

79). Adaptation responses are often variable and thus 

adds difficulty in capturing statistical changes 

between conditions. Group variability is a common 

factor experienced by many research groups working 

with altered auditory feedback paradigms. One 

purpose of this study was to determine if other neural 

systems are impacting the results of these paradigms, 

with the long-term goal of understanding if these 

peripheral processes contribute to the variability of 

responses in both typical and clinical populations. 

Although we did not find significant changes in 

adaptation between conditions, more research is 

necessary to interpret responses with a more wholistic 

view and to inform current models of speech motor 

control.  

Predictor Variables df F p 

SCR Count  1 3.58 .063 

Phase  3 7.66 <.001* 

Condition  1 11.05   .001* 

Condition  × Phase 3 1.46 ns 

Figure 2: Group fo responses to altered auditory 

feedback.  
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