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ABSTRACT

This study investigated whether and how anticipatory tonal coarticulatory cues are utilized during online speech processing. Native speakers of Standard Chinese (SC) and Indonesian learners of SC participated in an eye-tracking experiment with the Visual World Paradigm (VWP). They were asked to identify two-syllable nonce words that were printed on a screen while listening to auditory stimuli that had varying levels of appropriate anticipatory tonal cues. The eye movement data revealed that (a) both groups showed some sensitivity to anticipatory tonal information when selecting a target item; (b) native listeners of SC demonstrated a predictive effect of tonal processing when the anticipatory tonal cues in the first syllable were strong, but this effect was not present for Indonesian-speaking SC learners.
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1. INTRODUCTION

Listeners are known to use cues of anticipatory coarticulation in an incoming speech stream (e.g., [1, 2]) to speed up spoken word recognition (e.g., [3, 4]). Evidence, however, has been drawn mainly from segmental coarticulation in West-Germanic languages like English and Dutch. There is much less research on the possible utilization of anticipatory tonal cues in languages with lexical tone, such as Sinitic varieties. We know that in Standard Chinese (SC), tones show anticipatory coproduction in connected speech (e.g., [5] for bisyllabic context and [6] for trisyllabic context). Studies of real-time spoken word recognition in SC have revealed the important role of tonal (in addition to segmental) information in listeners’ recognition of a target word before the auditory stimulus is entirely unmasked [7–10], and even for ambiguous acoustic signals with gradient tonal manipulation (e.g., for native SC listeners: [11]; for both native and non-native (English) listeners:[12]).

To date, however, only [13] have investigated the use of anticipatory tonal cues in SC spoken word recognition. Using the VWP, they examined listeners’ looks to target-competitor words in Tone3 (T3) which differed in segments. They found that native SC listeners could utilize the T3 sandhi information to anticipate an upcoming T3 word. Note that tonal variation, including the anticipation cues, can be broadly classified as due to phonological alternation, known as tone sandhi, and to phonetic alternation, known as coarticulation (even though their boundary can be difficult to draw) (see [14] and references therein). Tone sandhi typically induces salient pitch changes, e.g., the T3 sandhi in SC [15]; its magnitude of tonal anticipatory effect is larger than coarticulation-induced anticipatory effects. It remains unclear whether subtle anticipatory cues due to tonal coarticulation are sufficient for listeners to speed up lexical tone access and to what extent coarticulation effects differ from tone sandhi effects. It is also unclear how general listeners’ ability is to use anticipatory tonal information for speech processing and to what extent L1 speaker and L2 learners of a tonal language may differ in their utilization of anticipatory pitch cues.

To address these questions, the current study was designed to understand the role of different types of anticipatory tonal information in the online speech processing of both native and non-native listeners of SC. We chose Indonesian learners of SC which helps to generalize our findings to non-tonal L2 learners of SC whose first language is not a commonly studied Germanic language. We implemented the Visual World Eye-tracking Paradigm with two printed nonce words (NWs) (see [16] for a review of the paradigm). Listeners saw the nonce words on a screen while listening to auditory stimuli. We examined their eye fixations towards the printed stimuli.

The printed stimuli differed in the tone of the second syllable; the auditory stimuli either had coarticulatorily appropriate or inappropriate (i.e., matched vs. mismatched) anticipatory pitch cues. Comparing listeners’ responses between the two types of cues is not only a classic approach to examine the benefit of
anticipatory cues in perception (e.g., [1]) but also recommended for the investigation of anticipatory tonal cues in spoken word recognition [17]. We included two tonal contexts that differed in the magnitude of tonal anticipatory cues: strong magnitude due to tone sandhi (Tone3; T3), to replicate the findings in [13], and weak magnitude due to coarticulation (Tone1; T1). Our goal was to compare whether degrees of anticipatory coarticulation affect how the coarticulatory cues are used.

Assuming listeners of SC use anticipatory tonal cues in online speech processing, we expected that when an auditory stimulus contains a mismatched tonal cue, there would be a delay in listeners’ fixation on the target and consequently, temporarily decreased looks to the target. Furthermore, a strong anticipatory cue (T3 context) would amplify the cue effect and speed up listeners’ recognition of the spoken nonce word, relative to the weaker coarticulatory cue (T1 context). Last, comparisons in the gaze patterns of native vs. non-native listeners would shed light on the general ability of listeners to utilize anticipatory tonal information for online speech processing and the role of L1 in modulating the use of such cues.

2. METHOD

2.1. Participants

Thirty-two native SC speakers (mean age: 26.3, SD: 3.6, 26 females) and thirty-one Indonesian L2 learners of SC (mean age: 20.9, SD: 0.7, 27 females) participated in this study. Two SC speakers also reported speaking another Northern Mandarin variety. All L2 learners had learned SC for 2.5 to 3.5 years (2.5 years = 14 learners) and achieved ±2500 words (Intermediate level). All participants reported normal to corrected vision and no speech and hearing disorders history.

2.2. Design

Table 1 illustrates the 4 × 2 within-subject design.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trial condition</td>
<td>1. critical</td>
</tr>
<tr>
<td></td>
<td>2. baseline</td>
</tr>
<tr>
<td>Appropriateness of</td>
<td>1. matched cue</td>
</tr>
<tr>
<td>coarticulatory cue</td>
<td>2. mismatched cue</td>
</tr>
<tr>
<td>Magnitude of the</td>
<td>1. strong (T3)</td>
</tr>
<tr>
<td>anticipation (Tone type)</td>
<td>2. weak (T1)</td>
</tr>
<tr>
<td>L1 background</td>
<td>1. tonal language</td>
</tr>
<tr>
<td></td>
<td>2. non-tonal language</td>
</tr>
</tbody>
</table>

Table 1: Experimental factors

Apart from the baseline and critical trials (66 each), fillers were added (164 trials) to balance the occurrence of items in all levels of trial condition (Appendix 1). These 296 items were presented in four blocks. We also included one practice block of 10 trials. Trial randomization was implemented within each block, and the position of target-competitor items was randomized and counterbalanced. Each item only appeared once in each block in either matched or mismatched cues.

2.3. Visual stimuli

The target NWs carried T3 or T1 followed by T3 (T3T3; T1T3) and had either a sonorant or a stop (b/ or /d/) onset in the 1st syllable. As visual stimuli, they were typed in black KaiTi font and appeared with either a phonological competitor or a distractor. All items were controlled for visual complexity, measured in their number of strokes \( F(2,96)=0.731, p=0.484 \), log morphemic frequency according to the SUBTLEX-Ch corpus \[18\] \( F(2,96)=1.951, p=0.148 \), and phonological neighborhood density based on the Chinese Lexical Database \[19\] \( F(2,96)=0.856, p=0.428 \). Furthermore, the goodness of the NWs was judged by fourteen native speakers of SC on a 4-point scale (1 meaning “the word is not a real word in SC” and 4 meaning “the word is a real word in SC”). We only included pairs where each member had an average value of less than 2.

2.4. Auditory stimuli

Bisyllabic NWs were recorded at the Phonetics Lab of the Leiden University Centre for Linguistics by one male native SC speaker, who was born and raised in Beijing. The NWs were produced in a carrier sentence, “wo3 nian4 ___”, and recorded in a randomized order three times. Two tokens of each word were selected to create spliced stimuli. The selection was based on accuracy and clarity in the patterns of anticipatory coarticulation and sandhi alternation (see Appendix 2). In total, 33 NW triplets were included in this experiment.

To manipulate the tonal coarticulatory information, the T3 in the second syllable was spliced onto the first syllable of another word with either an identical tonal context (i.e., matched cue) or a different tonal context (i.e., mismatched cue). Furthermore, the duration of the first syllable was normalized to 330ms, which was the mean duration of the first syllable of target-competitor NW pairs. The manipulation and normalization were done in Praat using customized scripts \[20\], \[21\]. The filler items were also manipulated in this way.

2.5. Procedures
Our participants were tested in a dim room and seated on a height-adjusted chair. A chin-rest was placed in front of an Eyelink Portable DUO (version 6.10.01) eye-tracker, which was situated centrally horizontally from a 23-inch monitor. The task was created and presented using SR Research Experiment Builder (version 2.2.245) with auditory stimuli played using a soundcard (M-Track 2x2M) over a Beyer DT-770 dynamic headphone. The visual display was left-right symmetric on-screen against a white background.

Prior to the eye-tracking task, there was a training session to familiarize participants with the intended coarticulatory tonal variations and ensure they knew the pronunciation of all NWs stimuli. They listened to a list of real bisyllabic words, then asked to read aloud the NW stimuli, which was recorded. Only participants who produced all items as intended could begin the eye-tracking task. Native and non-native participants differed significantly in this session, with L1 speakers spending ±25 minutes and L2 learners 50-120 minutes to complete the task.

We included a 9-point calibration and validation procedure before the eye-tracking recording. Each trial began with a central fixation cross (500ms) with an invisible boundary for a drift check. Participants’ gaze should be within the boundary to allow visual stimuli to be presented for 1000ms. Otherwise, recalibration and validation were enforced. After an auditory stimulus was played, participants were instructed to select the corresponding printed NW using a mouse click. For the entire session, written instructions were given in the native language of the respective groups, and participants were allowed to rest during the block transition. Nobody took a break of more than 5 minutes.

### 2.6. Data analysis

Data containing fixation samples and proportions were extracted in 20ms bin length using the Time Binning Report in SR research Data Viewer (version 4.1.1). We only included trials identified correctly by participants and fixation samples that fell on the target or competitor area region. The starting time-point of analysis was 200ms post stimulus onset to account for the oculomotor delay for programming a saccade [22]. While the ending time-point was where, approximately, the proportion of looks to target had reached the maximum, i.e., 1000ms (native listeners) and 1200ms (non-native listeners). For this report, statistical modeling for native and non-native data was performed separately to reduce model complexity. Patterns of fixation proportions across conditions over time for each group were modeled using generalized additive mixed modeling (GAMM) (mgcv package version 1.8-41) [23], and model plots were done in the istsadug package (version 2.4.1) [24] in R (version 4.2.0) [25]. The ineffectiveness of binomial distribution to account for autocorrelation led us to the continuous response distribution and we logit transformed the fixations proportions ([26, 27]).

Different smoothing parameters were implemented for the effects of our interest, which allowed significance tests from the conditional effects to be reported by pairs of parametric and smooth terms. The final model for each listener group included time as a covariate, trial condition (Trial), appropriateness of coarticulatory cue (Cue), the magnitude of anticipation (Tone) and their interactions as fixed effects, and by-participant factor smooth as a random effect. We also incorporated an AR(1) error model to reduce autocorrelation in the residuals. All models were fitted using a scaled-t family to alleviate the non-normal distribution of the residuals. P-values were adjusted using the Holm-Bonferroni method to control the family-wise error rate [28]. Model summary outputs of fixed effects are presented in Appendix 3.

### 3. RESULTS

Proportions and trajectories of target fixations varied over time, with the native listeners demonstrating a higher average proportion of fixations (POF) than the non-native listeners. The parametric and smooth terms in each group’s model summary showed a significant effect of Trial ($p<0.01$). Specifically, the estimated average POF in critical trials was lower than in baseline trials and the difference smooth term contrasting the shape of fixation between the two conditions was far above 0. Last but not least, we also found a significant interaction of Trial and Tone ($p<0.05$), but only for native listeners.

As we zoomed into the critical trials, we found a common pattern shared by native and non-native listeners, i.e., higher target POF means in the matched-cue condition than in the mismatched-cue condition (visually depicted as a concave shape in Fig. 1). However, it was only in the T3 context that the difference was significant. Moreover, for the native listeners, the difference smooth term also reported a significant effect of Cue ($p<0.05$). Fixation trajectories between matched- and mismatched-T3 started to differ significantly at around 200ms before the offset of the 1st syllable (see Fig. 1a). These patterns were not observed in the T1 context (see Fig. 1b), which confirmed the significant effect of Tone ($p<0.05$) reported in the model summary. This difference between T3 and T1 context suggests that degrees of
anticipatory coarticulation affected how the coarticulatory cues were used.

![Image](image_url)

**Fig. 1:** Estimated difference smooth between matched- and mismatched-cue conditions in critical trials. Top panels: native listeners’ T3 (a) and T1 (b). Bottom panels: non-native listeners’ T3 (c) and T1 (d). The vertical shade indicates that a horizontal confidence band significantly differs from zero, that is, the interval of an effect. The vertical dotted line represents the first syllable offset (530ms).

As for the non-native listeners, the main effect of Cue was absent; looks between the matched vs. mismatched cue conditions became significantly different only after the offset of the 1st syllable, even when the anticipatory cues were salient (see the start of the vertical shade in Fig. 1c and 1d). The absence of the effect of Cue, and also Tone, indicates the difference between native and non-native listeners in their utilization of anticipatory tonal cues in online speech processing.

**4. CONCLUSION AND DISCUSSION**

Our results found significant differences between the baseline and critical trials, suggesting that the presence of phonological competitors in the critical trials significantly inhibited both native and non-native listeners from fixating on the target. Moreover, for the critical trials, both groups were slower in fixating on the targets and showed fewer looks when the auditory stimuli contained inappropriate anticipatory tonal cues. This pattern supports the prediction that listeners are sensitive to mismatched tonal coarticulatory cues, as evidenced by a delayed onset of target fixation and temporarily decreased looks to the target in a cue-mismatched condition.

Furthermore, the magnitude of anticipatory cues modulated listeners’ utilization of anticipatory tonal information in online speech processing. In the T1 coarticulation context, neither group of listeners was able to use the cue to anticipate the upcoming tone in a timely manner (Fig. 1b and 1d). In the T3 sandhi context, native listeners were able to utilize the anticipatory cue at approximately 200ms before the end of the first syllable (Fig. 1a), suggesting a predictive effect of the tonal cue. Our findings thus confirm the perceptual advantage of anticipatory tone sandhi cues for native listeners reported in [13].

Regarding non-native listeners, though they demonstrated a longer interval of difference effect in the T3 condition than the T1 condition (Fig. 1c and 1d), they could not use the T3 sandhi anticipatory cue predictively, like the native listeners (Fig. 1a and 1c). Another difference between native and non-native listeners is that non-native listeners had fewer target fixations for all conditions. This may be due to their less efficient (therefore slower) decoding for lexical or sentence processing [29, 30], and in this study, less efficiency in utilizing the tonal cues. The longer training session for the non-native group also suggests it required more cognitive effort to process the novel (nonce) words.

To sum up, both groups utilized anticipatory tonal cues during online speech processing as they fixated on a target more quickly in the cue-matching condition than in the cue-mismatching condition. However, non-native listeners did not show an immediate use of T3 sandhi cue to anticipate an upcoming tone, as native listeners did. The observed differences between native and non-native listeners in their ability to utilize anticipatory tonal cues confirm that the tonality of L1 prosody significantly impacts their processing efficiency of tonal information. In the future, it would be important to directly compare the native and non-native patterns within the same models, with a larger corpus. What is also needed is further research to investigate the effect of carry-over coarticulatory information on speech processing and the impact of different L1 tonal and non-tonal backgrounds on the utilization of such cues for speech processing.
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7. APPENDICES

Appendix 1. Stimuli presentation across trial types and example. Number in brackets indicates the original lexical tone of the second syllable before splicing.

<table>
<thead>
<tr>
<th>Trial type</th>
<th>Visual Stimuli</th>
<th>Auditory Stimuli</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tar</td>
<td>Com</td>
</tr>
<tr>
<td>Critical</td>
<td>宾瓦 - 宾哇</td>
<td>bin11</td>
</tr>
<tr>
<td>Baseline</td>
<td>宾瓦 - 垃副</td>
<td>bin11</td>
</tr>
<tr>
<td>Filler 1</td>
<td>宾哇 - 宾瓦</td>
<td>bin11</td>
</tr>
<tr>
<td>Filler 2</td>
<td>垃副 - 宾哇</td>
<td>la11</td>
</tr>
<tr>
<td>Filler 3</td>
<td>当条 - 垃副</td>
<td>dang11</td>
</tr>
</tbody>
</table>

Note: 1 The target-competitor contrast is on the 2nd syllable (differ in tone). 2 The contrast lies on both syllables: 1st syllables differ in segments; 2nd syllables differ in segments and tone. The inclusion of baseline trials was aimed at creating a comparable design to that in a four-image VWP.

Appendix 2. Averaged f0 contours of T1 and T3 in target-competitor NW pairs produced by one speaker (n=34 for T1; n=32 for T3).

Appendix 3. Parametric and smooth terms of GAMM analysis of fixations proportion to targets.

<table>
<thead>
<tr>
<th>Parametric coefficients</th>
<th>Est.</th>
<th>SE</th>
<th>t</th>
<th>p&lt;</th>
<th>Edf Ref.df</th>
<th>F</th>
<th>p&lt;</th>
<th>Edf Ref.df</th>
<th>F</th>
<th>p&lt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>1.004</td>
<td>0.055</td>
<td>18.307</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td>0.432</td>
<td>0.054</td>
<td>8.066</td>
</tr>
<tr>
<td>Cue</td>
<td>-0.242</td>
<td>0.044</td>
<td>-5.495</td>
<td>0.05</td>
<td>-0.109</td>
<td>0.041</td>
<td>-2.694</td>
<td>0.05</td>
<td>1.183</td>
<td>n.s.</td>
</tr>
<tr>
<td>Tone</td>
<td>-0.199</td>
<td>0.044</td>
<td>-4.535</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td>0.045</td>
<td>0.057</td>
<td>0.783</td>
</tr>
<tr>
<td>ToneCue</td>
<td>0.203</td>
<td>0.062</td>
<td>3.263</td>
<td>0.05</td>
<td>0.289</td>
<td>0.040</td>
<td>7.151</td>
<td>0.01</td>
<td>0.057</td>
<td>0.783</td>
</tr>
<tr>
<td>Trial</td>
<td>0.398</td>
<td>0.044</td>
<td>9.073</td>
<td>0.01</td>
<td>0.045</td>
<td>0.057</td>
<td>0.783</td>
<td>n.s.</td>
<td>0.045</td>
<td>0.057</td>
</tr>
<tr>
<td>TrialCue</td>
<td>0.185</td>
<td>0.062</td>
<td>2.974</td>
<td>0.05</td>
<td>0.071</td>
<td>0.057</td>
<td>2.044</td>
<td>n.s.</td>
<td>0.117</td>
<td>0.057</td>
</tr>
<tr>
<td>TrialTone</td>
<td>0.191</td>
<td>0.062</td>
<td>3.062</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td>0.020</td>
<td>0.057</td>
<td>0.355</td>
</tr>
<tr>
<td>TrialToneCue</td>
<td>-0.081</td>
<td>0.088</td>
<td>-0.917</td>
<td>n.s.</td>
<td></td>
<td></td>
<td></td>
<td>-0.156</td>
<td>0.079</td>
<td>-1.963</td>
</tr>
</tbody>
</table>

Approximate significance of smooth terms:

| s(Time)                | 6.137| 7.072| 19.79 | 0.01| 5.494      | 6.400 | 5.395 | 0.01        | 1.183 | n.s. |
| s(Time):Cue            | 6.036| 7.299| 7.299 | 0.05| 5.921      | 7.062 | 1.988 | n.s.        | 2.676 | 3.430 | 0.912 |
| s(Time):Tone           | 2.269| 2.913| 2.871 | 0.05| 3.019      | 3.880 | 1.176 | n.s.        | 5.541 | 6.729 | 2.646 |
| s(Time):ToneCue        | 1.000| 1.000| 1.875 | n.s. |            |       |     | 2.671      | 3.436 | 0.300 | n.s.|
| s(Time):Trial          | 7.022| 8.108| 45.01 | 0.01| 6.855      | 7.862 | 4.160 | 0.01        | 0.045 | 0.057 | 0.783 |
| s(Time):TrialCue       | 1.044| 1.085| 1.532 | n.s. |            |       |     | 0.020      | 0.057 | 0.355 | n.s.|
| s(Time):TrialTone      | 1.000| 1.001| 9.468 | 0.05| 2.671      | 3.436 | 0.300 | n.s.        | 1.001 | 1.001 | 1.150 |
| s(Time):TrialToneCue   | 1.014| 1.026| 0.416 | n.s. |            |       |     | 1.001      | 1.001 | 1.150 | n.s.|

We set “critical” as the reference level of Trial, “matched” as the reference level of Cue, and “Tone 3” as the reference level of “Tone”. The first four rows of parametric and smooth terms refer to critical trials, while the last four rows refer to differences in effects (of Time, Cue, and Tone) between critical and baseline trials.