L2-Mandarin regional accent variability facilitates Mandarin-naïve English listeners’ learning of Mandarin tone-words
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ABSTRACT

English learners have difficulties using tones in Mandarin words [1]. As high phonetic variability facilitates second language (L2) word learning [2], we investigated how L2-Mandarin accent variability in minimal-tone-contrast word training affects Mandarin-naïve English participants’ tone-word learning. 48 English learners completed 6 training sessions on 16 Mandarin pseudowords spoken by 12 Beijing talkers or four talkers each from Beijing, Yantai, and Guangzhou. Participants took word identification tests after each session, and generalisation tests to novel talkers with familiar and unfamiliar accents after session 6. Growth curve analysis on word identification accuracy and response times across training sessions revealed no significant differences between training conditions. However, linear mixed effects modelling of the generalization results showed that while both groups succeeded on novel talkers with familiar and unfamiliar accents, the multiple accent group identified words significantly faster than the Beijing accent group, indicating that L2-Mandarin accent variability facilitates English learners’ tone-word learning.
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1. INTRODUCTION

Lexical tones are used as phonological contrasts at the segmental level in tone languages [3] such as Mandarin Chinese. There are four Mandarin lexical tones, i.e., T1 with a high-level contour, T2 high-rising, T3 low-dipping, and T4 high-falling [4]. Imposing the four tones on the identical consonant-vowel [CV] syllable /ma/ yields four different words in Mandarin Chinese: level = mother, rising = hemp, dipping = horse, and falling = curse. Non-tone language listeners (e.g., English and French) are able to rely on their native intonation patterns to discriminate dissimilar tones, e.g., dipping vs. level, dipping vs. falling, and rising vs. falling [5, 6] and to improve categorization between similar tones, e.g., level vs. rising, level vs. falling, and rising vs. dipping [7–9]. However, perceiving Mandarin tone contours as intonation patterns does not help English listeners to overcome persistent difficulties with lexical tones in learning and using words, especially in larger utterances in communicative contexts [1, 10, 11].

Word training is a possible solution to establish L2 phonological representations and connect them to lexical meanings [e.g., 12]. Phonological constancy, which maintains word recognition across lexically irrelevant talker and accent variation [13], appears important to such training. Talker variability facilitates word learning in non-tone languages, presumably by providing greater variability in phonetic realizations of words, thereby yielding more robust L2 word representations. For example, native (L1) English learners trained on Spanish words with high talker variability had better accuracy and response time for identifying the newly learned words than those trained with low talker variability [2]. High talker variability word training has also been applied to non-tone language learners during tone language acquisition, to direct their attention to lexical tones [10, 14, 15]. For example, naïve English participants exposed to high talker variability in training on minimal-tone-contrast Mandarin words performed better on word identification than those exposed to low talker variability [14].

Studies with high talker variability have rarely if ever examined the effects of accent variability on minimal-tone-contrast word training; as talkers have nearly always been selected from the same region, usually an accepted standard variety of the target language. The present study examines accent variability effects on Mandarin tone word learning. Standard Mandarin (Mandarin, henceforth) developed historically from the dialect spoken in Beijing, China. Talker(s) from regions outside of Beijing acquire Mandarin as an L2, given that their L1 Chinese dialects are mutually unintelligible languages [16]. Thus, there is variability in L2-accented Mandarin tones, triggered by similarities and dissimilarities between their native dialect tone systems and Mandarin. For example, Yantai, Guangzhou, and Shanghai dialects’ tone systems differ from each other and from Mandarin, resulting in L2-Mandarin tone pronunciations that deviate from native Mandarin in the slopes for rising (T2) and falling (T4) tones, and in the depth of the dip in dipping (T3) tone [17] (see also [18] for acoustic details on L2-accented Mandarin tones).
This study adapted the high talker variability training paradigm in [10] to manipulate accent variability during naïve English participants’ learning of minimal-tone-contrast Mandarin words, by using stimuli produced by multiple talkers from either (i) Beijing (single accent condition: talker-only variability) or (ii) Beijing, Yantai and Guangzhou (multiple accent condition: talker and accent variability). Learners in both training conditions should be able to learn words and to generalize recognition of the newly learned words to novel talkers, given the high talker variability in both training conditions. In addition, the same words spoken in an unfamiliar accent (Shanghai) should be more difficult for both conditions to identify than those with the familiar (trained) Beijing accent, resulting in slower response times to the unfamiliar accent talker than to the familiar Beijing accent talker. However, we expected the multiple accent training condition learners to generalize words to novel talkers in both accents faster and/or more accurately than those in the single accent condition.

2. EXPERIMENT

2.1. Method

2.1.1. Participants

Mandarin-naïve Australian English participants (n = 48) were recruited online (see [19] for details), and randomly assigned to the single (n = 24, Mage = 24.5 years, SD = 5.8, 14 females) vs. multiple accent (n = 24, Mage = 25.5 years, SD = 5.1, 15 females) training conditions.

2.1.2. Stimuli

There were 16 Mandarin pseudowords based on four CV syllables (/ba/, /di/, /du/, /gu/). Imposing the four tones on each syllable yielded 16 Mandarin real words. But artificial meanings were assigned for this study, using 16 frequent English words from [20], which were represented with 16 grey-scaled drawings selected from the Multilingual Picture database [21].

Training stimuli were produced by female talkers, either 12 from Beijing (single accent condition) or four each from Beijing, Yantai, and Guangzhou (multiple accent condition). Both training groups thus heard 12 talkers (i.e., high talker variability) in total. There were four tokens for each word, resulting in 768 stimuli (12 talkers × 16 words × 4 tokens) in each training condition. Generalization stimuli (n = 128, 2 talkers × 16 words × 4 tokens) were the newly trained words but produced by a novel female talker (19.0 years old) with a familiar Beijing accent, and by a novel female talker (24.0 years old) with an unfamiliar Shanghai accent.

2.1.3. Procedure

This study was run remotely in a quiet room with E-Prime Go. The experimenter conducted it via ZOOM meetings with the participants to ensure data quality. Participants in both training conditions completed six training sessions on the 16 words in six consecutive days with a picture-to-word paradigm [10], followed immediately by two generalization tests.

There were four blocked talkers of the same accent in each training session (45 min), yielding three sets of 12 talkers, which were counterbalanced across participants; those three sessions were repeated a second time for a total of six sessions. Correspondingly, the four talkers each of the Beijing, Yantai, and Guangzhou Mandarin accents in the multiple accent condition were blocked by session. Accent order of the sessions was counterbalanced across participants.

There were 256 randomized trials (4 talkers × 4 syllables × 4 tones × 4 tokens) in each session with 16 words blocked by talker (n = 4) to optimise word learning [22]. For the same reason, talker blocks were further subdivided by syllable (i.e., by minimal-tone-contrast word set), yielding 16 randomized trials per word set (4 words × 4 tokens). Talker orders and syllable orders within talker were randomized across participants. Immediately after training on words for a given syllable by talker, participants completed a quiz with feedback on the four words in that syllable set, to optimize the learning on the just-trained words [23]. This word training + quiz cycle was repeated for the other three syllables produced by the same talker for all 16 target words by that talker. Participants then learned the 16 words again produced by each of the other three talkers with the same cycle.

On each word training trial, a drawing was displayed, and the paired word was played out; participants were instructed to remember as many audio-visual pairs as possible. After training on the four minimal-tone-contrast words of a syllable set by a given talker, they completed the corresponding 16-trial quiz. In each quiz trial, they heard one target word and had to choose the correct item in the display of 4 drawings. Correct answers were followed by a green tick on the screen, incorrect answers with a red cross mark. If the participant gave no response within 5.5 s, a reminder appeared asking them to respond more quickly. Following wrong or no answers, the correct drawing and audio word were presented as feedback.

To track learning progress across the six sessions, participants completed word identification tests at the end of each session. Each post-session test had 64 randomized trials (16 words × 4 trained talkers × 1 token; token per talker per word was counterbalanced across participants), and the procedure was identical to the quizzes except that no feedback was given and...
there was no time-out, i.e., participants could take as long as needed to respond. Generalization tests to novel talkers with a familiar Beijing and an unfamiliar Shanghai accent were run, in that order, with the same procedure, after session 6. They included 128 randomized trials (2 tests × 16 words × 4 tokens), blocked by talker, and took ~7 min to complete.

2.2. Results

2.2.1. Identification tests across training sessions

Indexed by their identification tests in each training session, English learners in both training conditions improved more than 30% from the first (\( M_{\text{single}} = 44.54\%\), SD = 22.50; \( M_{\text{multiple}} = 55.33\%\), SD = 23.33) to the sixth session (\( M_{\text{single}} = 85.75\%\), SD = 13.52; \( M_{\text{multiple}} = 86.96\%\), SD = 9.36), with greater improvement during the first three sessions than the last three, in which they asymptoted at 75–80% accuracy.
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**Figure 1:** Mean percent correct word identifications across training session tests in single and multiple accent conditions. Error bars = ±1 standard error of the mean.

Response times (RTs) for correct responses are shown in Figure 2. Values beyond ±2.5 standard deviations from the mean for each participant were excluded – 449 occurrences, 3.22% of trials across participants, as recommended by [24]. The final RT data (\( n = 13475\)) were log transformed for data visualization and statistical analyses. Higher log values indicate slower responses. RTs in both training conditions decreased more sharply in the first three training sessions than in the last three (asymptote ~7.8).

Both accuracy and log-transformed RTs across the six training sessions were subjected to growth curve analysis [25], which captures changes in longitudinal data. Given that the curves in Figures 1 and 2 each had a single inflection, growth curve data were modelled using the `lmer` function from package `lmerTest` in R version 4.2.1 [26] including up to second-order orthogonal polynomials: intercept (mean) and linear (+/- slope) and quadratic terms (degree of inflection, i.e., the depth of peak or valley). Two mixed-effects models (for accuracy and RTs) were built with training condition as a fixed effect, and participants as a random effect. While learners in the multiple accent training condition appear somewhat more accurate and faster than those in the single accent condition (see Figures 1 & 2), neither groups’ accuracy nor RT differed significantly in mean, linear, or quadratic trends, suggesting that talker variability during training is already optimally effective, with neither a deficit nor further benefit due to accent variability.
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**Figure 2:** Log transformed RTs for correctly identified words across training sessions in single and multiple accent conditions. Error bars = ±1 standard error of the mean.

2.2.2. Generalization tests

Both training groups also retained accuracy in generalization tests to novel talkers with familiar Beijing (\( M_{\text{single}} = 85.13\%\), SD = 13.57; \( M_{\text{multiple}} = 91.17\%\), SD = 7.21) and unfamiliar Shanghai accents (\( M_{\text{single}} = 79.58\%\), SD = 14.60; \( M_{\text{multiple}} = 86.04\%\), SD = 10.33). However, the multiple accent group slightly outperformed the single accent group on the generalization tests (see Figure 3).

One linear mixed-effects model was built on each participant’s accuracy (%) with training conditions and generalization tests as fixed effects, and participants as random effects, using the `lmer` function from package `lme4`. We used the Kenward-Roger degrees of freedom approximation to calculate \( p \) values for the fixed-effects factors and the `Anova` function from package `car` to calculate \( F \). Pairwise comparisons were conducted with `lsmeans` in `R` when necessary.

The main effect of generalization tests was significant, \( F(1, 47) = 21.87, p < .001 \), and that for training conditions was marginal significant, \( F(1, 46) = 3.81, p = 0.05 \). No interactions were significant; pairwise comparisons showed that participants in both training conditions correctly identified more words with the familiar Beijing accent than those with the unfamiliar Shanghai accent, i.e., Single: Estimate = 5.54, \( SE = 1.63 \), \( t(46) = 3.40, p = 0.007 \); Multiple: Estimate = 5.13, \( SE = 1.63 \), \( t(46) = 3.15, p = 0.01 \).

Figure 4 displays log transformed RTs for correct
identifications in the two generalization tests by participants from the single (familiar: $M = 7.75$, $SD = 0.46$, vs. unfamiliar: $M = 7.75$, $SD = 0.47$) and multiple accent (familiar: $M = 7.70$, $SD = 0.44$, vs. unfamiliar: $M = 7.70$, $SD = 0.47$) conditions.
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**Figure 3:** Mean percent correct responses in word generalization tests to novel talkers of familiar Beijing or unfamiliar Shanghai accents. Error bars $= \pm 1$ standard error of the mean. Dashed line = chance level (1/16 $\times$ 100 $= 6\%$).
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**Figure 4:** Log transformed RTs for correctly identified words in generalization tests for familiar and unfamiliar accents. Error bars $= 95\%$ confidence interval, top and bottom of the box are 25$\%$ and 75$\%$ percentiles; line inside box is 50$\%$ percentile (median). Grey points are outliers.

Another linear mixed-effects model was built for RTs with training conditions and generalization tests as fixed-effects, and participants and target words as random effects. Calculation of $p$ and $F$ values was the same as in the accuracy model. While there was no significant main effect of generalization tests, the main effect of training conditions, $F(1, 5046) = 14.29$, $p < .001$, and the interaction of training conditions $\times$ generalization tests, $F(3, 5042) = 4.82$, $p = 0.002$, were both significant. To tease the interaction apart, pairwise comparisons were conducted to assess differences in RTs between the two training conditions for each generalization test. While there were no significant differences between the two generalization tests in each training condition, the participants in the multiple accent condition identified the words produced by novel talkers with Beijing, Estimate $= -0.05$, $SE = 0.02$, $t(5042) = -2.73$, $p = 0.03$, and Shanghai accents, Estimate $= -0.05$, $SE = 0.02$, $t(5043) = -2.63$, $p = 0.04$, significantly faster than those in the single accent condition.

### 3. DISCUSSION

This study investigated effects of L2-Mandarin accent variability on naïve English participants’ learning of Mandarin minimal-tone-contrast pseudowords. The single and multiple accent condition learners were comparable in identifying tone-words during training. However, participants in the multiple accent condition identified words in the two generalization tests more quickly than those in the single accent training condition, indicating that accent variability during training on minimal-tone-contrast words established more robust phonological representations of the four Mandarin tones, which facilitated their generalization of the learned words to novel talkers and a novel accent.

For each training condition, word identification accuracy in the generalization tests was significantly lower for the novel talker with the unfamiliar Shanghai accent than for the novel talker with the familiar Beijing accent, suggesting that both groups experienced difficulties with the unfamiliar accent. That inference would thus predict that RTs for words with the unfamiliar accent should be greater than for a novel talker with a familiar accent. However, RTs did not differ in either training condition for identification of words produced by novel talkers with familiar versus unfamiliar accents. Given that identifying words spoken by a novel talker with an unfamiliar accent was less accurate than for words with a familiar accent, it is possible that the learners spent more time identifying words spoken by the novel talker with the familiar accent, thereby achieving higher accuracy at a cost of RTs for that accent. This suggests that achieving phonological constancy across talker variability, and perhaps especially across accent variability, may require additional cognitive load, i.e., pose additional cognitive load, in tone-word identification (e.g., [27]).

### 4. ACKNOWLEDGEMENT

Supported by a Western Sydney University (WSU) – China Scholarship Council (CSC) joint scholarship, Candidature Research Funds from the MARCS Institute, WSU, and partly by the Australian Linguistic Society Research Grants, which were all awarded to the first author. We are grateful for online recruitment assistance of Careers at Australian universities, technical support from Johnson Chen and Chris Wang at MARCS, and above all to the participants.
5. REFERENCES


