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ABSTRACT

This study investigated the acoustic realization of disyllabic Low tone (T3T3) words in Mandarin. A large corpus of 850 hours of journalistic speech was used. The segmentation of the continuous Mandarin speech was carried out using the LISN (former LIMSI) speech transcription system in forced alignment mode. The full corpus was aligned twice using two different pronunciation dictionaries, one with and one without systematic tone variants. We analyzed the tonal representations of the underlying T3T3 sequences that the LISN system produced with the two alignment strategies. We further investigated the effect of different factors, namely prosodic position, word frequency, tonal contexts, and parts of speech, on conditioning the surface realization of the underlying T3T3 sequences. The LISN outputs suggest that the first T3 of disyllabic T3T3 words is not always realized as T2 in continuous speech and a range of factors conditions its acoustic realizations.
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1. INTRODUCTION

Over the last decades, there has been great progress in both the construction and availability of large speech corpora (e.g., LDC) and automatic speech recognition techniques that are capable of learning powerful speech representations in acoustic audio signals (e.g., [1]). In this paper, we capitalize on this progress and investigate the acoustic realizations of Low tone sequences (T3T3) in disyllabic words in a large Mandarin speech corpus.

It is well-known that Low tone sequences in Mandarin can change through sandhi, where a Low tone is pronounced as a rising pitch before another Low tone [2] (known as Low tone sandhi or T3 sandhi). Many factors can influence the application of T3 sandhi (e.g., [3]). While there is debate over how to characterize the factors that condition T3 sandhi and whether the rising pitch of the Low tone sandhi variant is completely neutralized with the rising lexical tone (T2), it has been generally accepted, based on both impressionistic observations and lab speech, that T3 undergoes the sandhi process in disyllabic words. Taking a corpus approach, Yuan & Chen [4] investigated the f0 realization of T3 in disyllabic words (T3T3) using the LDC corpus [5] (i.e. LDC2005S15 & LDC98S73) and compared them to disyllabic words with T2T3 sequences. They found that the T3 sandhi variant differs from T2 in terms of the magnitude and time span of the f0 rise.

In this study, we used the LISN (former LIMSI) speech transcription system to test the categorization of different T3 realizations in disyllabic words with T3T3 sequences. The output of the LISN system enables self-supervised learning which has been shown to be effective in situations with limited labeled data. It can be used to discover structural patterns in a significantly larger amount of unlabeled data by exploiting multi-dimensional contextual information in the corpus. The goals of the study was to (1) gain a better understanding of the realization of Low tone in a sandhi context from naturally occurring corpus speech, (2) learn how it varies according to different factors, including prosodic position, word frequency, tonal contexts, and parts of speech, and (3) determine the impact of these variation factors on the acoustic realizations of disyllabic T3T3 sequences in standard Mandarin.

2. METHOD

2.1. Corpus and alignments

A Mandarin journalistic corpus, distributed by LDC [6, 7], was used. It contains about 850 hours of continuous Mandarin speech (e.g., [8, 9]), with 9M word-tokens. The segmentation at the
word and phone levels was carried out using the speech transcription system from LISN in forced alignment mode [10, 11, 12]. The pronunciation lexicon provides phone level representations for each word (tones included). The best matching pronunciations among potential realizations were selected automatically during the forced alignment. Pauses, hesitations, and breath were also detected automatically by the system. Neutral tone was not included in the pronunciation lexicon. The minimal phone segment duration is 30 ms given the acoustic modeling technical constraints of a 3-state model and a 10 ms (frame) step [13, 14].

The full corpus was aligned twice using two different pronunciation dictionaries. The first set of alignments used a base pronunciation lexicon, which includes almost no variants (alignments V0). Words with pronunciation variants (less than 4% of all word-tokens) in the first set of alignments were not concerned by our analyses. We then used an expanded pronunciation dictionary for the second set of alignments (V1), in which tone variants were introduced for the first and last syllable of each word. This means words’ first and last syllables can be aligned with any of the four tones. In this study, we decided to focus on T3T3 disyllabic words. Therefore, both syllables of the words can be aligned with any of the four tones. In this study, we decided to focus on T3T3 disyllabic words. Therefore, both syllables of the words can be aligned with any of the four tones the system sees fit. Using this method, we investigated the differences between V0 (reference tone) and V1 (surface realizations of tones) based on the LISN alignments. For instance, 打理(/da3li3/, “manage”) can only be aligned with T3T3 in V0; in V1, however, it can be aligned as any of the 16 possibilities (T1−4T1−4). These two sets of alignments, i.e., without (V0) and with tone variants (V1), made it possible to quantify the realization of tones with respect to different variation factors.

### 2.2. Investigated factors

We analyzed the realization of the first T3 in T3T3 disyllabic words according to the following factors: prosodic position, left tonal context, relative word frequency, and part of speech. To better understand the realization of the first T3 in T3T3 disyllabic words, we decided to exclude T3T3 words immediately following another T3 syllable.

The two prosodic positions concerning the first T3 of disyllabic words are phrase-initial and word-initial. Phrase-initial tone refers to tones in the first syllable of disyllabic words that do not appear at a phrase-initial position. The left tonal context concerns the tone of the syllable that immediately precedes the T3T3 word. We used the relative word frequency values provided in SUBTLEX-CH for our analyses on the word frequency factor [15]. The SUBTLEX-CH provides word and character frequency measures based on a corpus of film subtitles, covering 33.5 million words or 46.8 million characters. The relative frequency ranges from 0 to 100. The part of speech (POS) of each word-token of the corpus was automatically annotated using Stanza [16]. This supplementary annotation allows us to examine the link between tone realization and POS. Words without matching POS were excluded from our analyses. Given that few word tokens were concerned for "conjunction" (CCONJ) and for "particle" (PART), we did not include these two categories in our analyses. The grammatical words, i.e., words that are adposition (ADP), auxiliary (AUX), determiner (DET), numeral (NUM), pronoun (PRON), were categorized into the same group named GRAM. Details on the concerned level of each variation factor can be found in Tab. 1.

### 2.3. Statistical analyses and random forest model

We carried out the statistical analyses using MCMCglmm package in R [17], allowing us to fit Generalized Linear Mixed Models using Markov chain Monte Carlo techniques. The results of the statistical analyses are reported with a 95% highest posterior density (HPD) interval for each coefficient.

We also carried out a random forest classifier on the prediction of the realization of the first T3 in T3T3 words. The factors mentioned in Table 1 were included as independent variables: relative
word frequency, left tonal context, part of speech, and prosodic position. In addition to this list, we also included the part of speech of the preceding and the following word as independent variables. The contribution of each factor to the model was then evaluated. The data were randomly selected and divided into two parts: (1) 70% of the data was used for training and (2) the remaining 30% of the data was reserved as test data. The 10-fold cross-validation method was applied to extract the best combination of hyperparameters.

3. RESULTS

Fig. 1 presents the percentage of the first (in red) and the second (in blue) T3 of T3T3 disyllabic words realized as T1, T2, T3 or T4. For both T3s, the percentages of the four realizations add up to 100%. The figures show that the first T3 of T3T3 words is realized less as T3 than the second T3 of T3T3 words.

The first T3 of T3T3 words is more likely to be realised as T1 when it is preceded by T2 than when it is preceded by T4 ($T1 \times PrecededByT2 = 0.19372, 95\% HPD [0.06056, 0.28655], p< 0.01$). It is less likely to be realised as T2 when it is preceded by T1 or T2 than when it is preceded by T4 ($T2 \times PrecededByT1 = -0.10165, 95\% HPD [-0.21333, -0.01836], p< 0.05; T2 \times PrecededByT2 = -0.13801, 95\% HPD [-0.21717, -0.05662], p< 0.01$).

Interestingly, when the T3 is preceded by T2, it is more likely to be realized as T1 than as T2, probably due to the delayed high f0 peak realization from the preceding T2 [18]: $T2(3-5)\#T1(5-5)T3$.

3.5 The relationship between relative word frequency and the realization of the first T3 in T3T3 words. The relative word frequency ranges from 0 to 100 (see more details in [15]). Results based on the multinominal logistic confirmed that the first T3 of T3T3 words is less likely to be realized as T1, T2 or T4 in high frequency words ($T1 \times frequency = -0.00364, 95\% HPD [-0.00400, -0.00326], p < 0.01; T2 \times frequency = -0.00198, 95\% HPD [-0.00232, -0.00161], p < 0.01; T4 \times frequency = -0.00202, 95\% HPD [-0.00250, -0.00151], p < 0.01$).

Fig. 2 presents the realization of the first T3 in T3T3 words according to the preceding tone. Similar patterns are found for both positions as far as the realization of the first T3 is concerned. The T3 in question is observed to be realized as T1 slightly more often than as T2 at the IP-initial position.

Fig. 3 shows the change rate of the first T3 in T3T3 words according to different parts of speech.
of speech of the words. The first T3 of the T3T3 words tends to be realized as other tones the least in grammatical words (GRAM) and the most in proper nouns (PROPN). Fig. 6 illustrates the realization of the first T3 as a function of the parts of speech. The results indicate that the realization patterns of T3 in T3T3 words differ among different parts of speech categories. The first T3 of a T3T3 word is more likely to be realized as T1 when the word in question is an adjective (ADJ), an adverb (ADV), a noun (NOUN) a proper noun (PROPN), or a verb (VERB) than when it is a grammatical word/GRAM (p < 0.01 for all related comparisons; see details in Table 2). Similar trends are found for the first T3 of T3T3 words realized as T2 or T4 (cf. Tab. 2).

The ranking of the factors is presented in Fig. 7 according to the random forest model. Relative word frequency is observed to be the factor that contributed the most to the prediction of the realization of the first T3 in T3T3 words, followed by part of speech of the word containing the T3 in question (POS), part of speech of the preceding word (precPOS), part of speech of the (folIPOS) and the lexical tone of the preceding syllable. Prosodic position, however, does not seem to contribute much to the prediction concerning the realization of the first T3 in T3T3 words, which is likely due to the limited levels (i.e. phrase initial vs. word initial) we were able to code and to the relative low occurrence in speech of phrase-initial T3s in T3T3 words.

4. DISCUSSION AND CONCLUSIONS

This study aimed to gain a better understanding of the acoustic realization of Low tone in a tone sandhi context (T3T3) in continuous Standard Chinese speech. To do so, the speech data was segmented twice in forced alignment mode using the LISN speech transcription system: once without and once with systematic tone variants. The output of the first set of alignments can be interpreted as the reference pronunciation of words. The output of the second set of alignments is related to the surface realization of words. This offered us an opportunity to compare directly between the underlying T3T3 sequences and their acoustic realizations, classified as one of the four lexical tones, according to the LISN transcription system. The system learns about the categorization of the four tones without supervision. In this paper, we focused on the tonal representations of the first T3 in the underlying T3T3 sequences of disyllabic words. The results showed that the realization of the first T3 varied as a function of a set of factors which included prosodic position, word frequency, tonal contexts, and part of speech. The results of the random forest algorithm suggest that the impact of these factors on T3 realization is unequal, as indexed by the ranking of the factors based on their contribution to the prediction of the T3 realizations. Among the factors investigated, the relative word frequency tends to contribute the most to predicting the realization of the first T3 in T3T3 words. It would be interesting to explore including neutral tone as a category, in addition to the four lexical tones. The application of T3 sandhi in bi-syllabic words is known to be non-optional and consistent in the literature. The varied realizations of T3 in the LISN output beg the question of how acoustic modeling systems such as that of LISN learn and classify the tones. For future research, it is important to compare native listeners’ classification to LISN’s output to gain further insights.
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