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ABSTRACT

Perceptions of speaker competence can be
influenced by various factors, including the
presence of disfluencies such as false starts and
different types of repetitions. In this study, we
generated utterances with false starts and each of
three different types of repetitions using a text-to-
speech system with implicit prosody control trained
on spontaneous speech. A web-based listening
task was conducted to evaluate the impact of these
different types of disfluencies on perceptions of
speaker competence. False starts were found to
have the greatest negative impact, consistent with
previous research showing a relationship between
processing fluency and perceived competence.
The results of this study have implications for
public speaking training, as speakers can work
on minimizing false starts and other disfluencies
to improve perceived competence. Additionally,
understanding the impacts of different types of
disfluencies can help speakers choose strategies for
minimizing their use and improving their overall
fluency and effectiveness in communication.
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1. INTRODUCTION

Disfluencies, such as filled pauses, repetitions and
speech repairs, are ubiquitous in spontaneous speech
and play an important role in maintaining the
smooth flow of conversation when delays occur
in speech planning [1]. Disfluencies can inform
listeners about upcoming delays and provide an
insight into speech planning [2]. Nonetheless, there
is evidence that disfluencies negatively impact a
range of judgments about speakers, including their
perceived competence [3, 4]. This is consistent
with more general evidence that disrupting the fluent
processing of information is one factor that can
make the source of this information seem less
competent [5]. However, the term “disfluency”
encompasses a wide range of speech behaviors and
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not all of these affect the listener in the same way.

False starts, also called speech repairs, occur
when a speaker begins a word or phrase and then
stops and starts over to correct it. These follow
the general pattern of reparandum (the original
words), editing term (e.g. "I mean" or "uh"), and
alteration (the correction) [6]. False starts have been
found to negatively impact word monitoring latency
when they occur mid-sentence, likely due to the
disruption they cause in the flow of the speech [7]. In
contrast, word repetitions seem to be less disruptive
to comprehension. Operantly conditioning speakers
to reduce their production of silent pauses increases
the incidence of function word repetition [8], which
may indicate that repeating function words plays a
similar role to that of silent pauses in buying time
while planning the next part of the utterance. On
the other hand, fluency failures on content words do
not seem to serve the same function and may occur
when the speaker begins saying a word before the
entire plan is ready [8].

Despite the link between speech disfluencies
and perceived competence, and the evidence that
repetitions and false starts reflect different cognitive
processes and affect processing fluency to different
degrees, some questions remain. Do specific types
of repetitions have different effects on perceived
competence? Do differing impacts on processing
fluency actually translate to differing impacts on
competence perception?

One challenge in trying to answer these questions
is that disfluencies are peculiar to and characteristic
of spontaneous speech [9].  This means that
as an object of investigation, they are not very
well suited to the common strategy of using lab-
recorded speech to create stimuli for perception
experiments. This is a more general dilemma in
studying speech perception. Differences between
read and spontaneous speech are apparent in turn-
taking behaviors [10], stress position and boundaries
between tone units [9], articulation rate [11], vowel
reduction [11], and fO range [12], and are even
reflected in the neurophysiological correlates of
speech processing [13]. Using spontaneous speech
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would be ideal but this requires relinquishing control
over the content of utterances. Many spontaneous
speech corpora exist but it is highly unlikely that one
could find specific utterances in these corpora which
meet a given set of criteria in terms of structure
and content and of which there are several instances
from the same speaker varying only in terms of
which disfluencies are present.

One potential alternative is to use neural text-
to-speech (TTS) trained on spontaneous speech to
create stimuli for speech perception experiments.
Neural TTS has come to rival human speech in
quality and naturalness in recent years [14], making
spontaneous TTS an increasingly viable alternative
to natural speech. Many stimuli can be produced
without the time and expense of recording speech
in a lab, and can be easily tailored to the specific
demands of the experiment. Some spontaneous
neural TTS systems also grant a measure of control
over various prosodic features as well as the location
and frequency of disfluencies such as filled pauses
[15, 16]. Such systems have been leveraged recently
to investigate the role of filled pauses and their
interaction with prosodic features in the perception
of uncertainty [17, 18].

In the present study, we used spontaneous TTS
to investigate how false starts and different kinds of
repetitions (function word repetitions, verb phrase
repetitions, or the repetition of key content words)
impact the perception of speaker competence. We
hypothesized that false starts would have the most
negative impact on perceived competence given
their disruption of listening comprehension, while
function word repetitions would have the smallest
impact, with the other types of repetitions falling
somewhere in between.

2. METHOD
2.1. Stimulus creation
2.1.1. Data and system

The training data for the TTS system were derived
from a public-domain technology podcast which
involves two male speakers of American English
discussing technology news and reviewing products.
Audio from the speaker with the most airtime
was used in the training corpus. The audio was
segmented into breath groups using a speaker-
dependent breath detection method [19]. The
Google Cloud Speech API [20] was used for
the initial transcription. Filled pauses such as
uh and um were identified using IBM Watson
Speech to Text, combined with the output of the
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Gentle forced aligner [21]. These tokens were
then inserted into the Google API transcription.
Then the transcriptions were manually corrected,
as especially the pronunciations of technology
acronyms were not good enough. Finally, mean fO
and mean speech rate were automatically computed
for each breath group in the training corpus using
the Wavelet Prosody Analyzer toolkit [22].

The text-to-speech system was based on the
sequence-to-sequence Tacotron 2 TTS engine,
modified with a style-unit-level prosody control
method similar to that described in [23] and [18]
to enable implicit control of fO and speech rate at
inference. As opposed to setting specific values
for speech rate and fundamental frequency, the
system can be prompted to produce an fO or speech
rate based on a target percentile of the sampling
distribution of these values in the training data. The
neural vocoder HiFi-GAN [24] was used to decode
the speech signal.

2.1.2. Stimuli

The sentences synthesized for the experiment all
consisted of definitions of scientific terms with the
general form: “The [description of the phenomenon]
is called the [eponym].”, e.g., “The proportionality
factor that relates temperature to kinetic energy in a
gas is called the Boltzmann constant.”

These sentences were created with a few factors in
mind. First, we wanted to ensure that the repetition
or false start would occur at a point in each sentence
that was as similar as possible in terms of syntactic
context, and that the actual repeated word or phrase
would not vary. This allowed for some diversity
in the content of the stimuli while constraining the
immediate context of the disfluency. Secondly, we
did not want participants to base their judgment on
whether the sentences seemed accurate or plausible,
so we chose factual statements about real-world
phenomena.

Finally, we wanted to evoke a public speaking
context where speaker competence would be
of utility to the listener without actually testing
comprehension by asking participants to place
themselves in the shoes of someone trying to learn
new information. Hence, we chose technical terms
from domains such as physics, astronomy and
medicine which would not be common knowledge
to most people. These definitions were adapted from
Wikipedia entries [25] to fit the stimulus format.
We created four variations of 15 different sentences
(60 items in total) by adding a repetition or false
start: a function word repetition (fw-rep), verb
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Condition Example

fw-rep “The proportionality factor that
relates temperature to Kinetic
energy in a gas is called the um
the Boltzmann constant.”

“The proportionality factor that
relates temperature to Kinetic
energy in a gas is called um is
called the Boltzmann constant.”
“The proportionality factor that
relates temperature to Kinetic
energy in a gas is called the
Boltzmann um Boltzmann
constant.”

“The proportionality factor that
relates temperature to kinetic
energy in a gas is known um is
called the Boltzmann constant.”

vp-rep

n-rep

false-
start

Table 1: Examples of the four utterance types
synthesized for the perception experiment (fw-rep
= function word repetition, vp-rep = verb phrase
repetition, n-rep = name repetition)

phrase repetition (vp-rep), name repetition (n-rep)
and false start (false-start). A filled pause (um)
was placed between the repeated word or phrase,
or in the case of false starts, as an editing term
between the reparandum and alteration. Examples
of each utterance type are shown in Table 1. We
initially considered including a fluent version of
each sentence but ultimately used only non-fluent
stimuli due to concerns that participants would
attend only to the mere presence or absence of
disfluencies. When synthesizing the stimuli we used
prosody modification to ensure that all utterances
had a falling intonation contour.

2.2. Perception experiment

A web-based subjective listening task was carried
out to assess the impact of different kinds
of repetitions on perceptions of a speaker’s
competence. We used a MUSHRA-like [26] design
where participants viewed all four versions of
each utterance side-by-side (in randomized order)
and rated them each on a 5-point scale ranging
from 1 (“not at all competent”) to 5 (“extremely
competent”). Participants were able to play each
stimulus as many times as needed. To insure
that participants were attending to the stimuli we
implemented attention checks. Two extra sets of
sentences were synthesized, with one audio clip
in each set instructing participants to to give the
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Listen to the speech samples and rate how competent the speaker sounds to you

Audio Sample: 1 * Audio Sample: 2 * Audio Sample: 3 * Audio Sample: 4 *

stop | play stop | play stop | play stop | play
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Figure 1: Interface of the perception experiment

stimulus a rating of “1”. Responses to these stimuli
were not included in the results.

Participants were native speakers of English
recruited using the crowdsourcing platform Prolific.
They were pre-screened to check that they met
the inclusion criteria and affirmed that they
were wearing headphones for the duration of the
experiment and had no hearing impairments. We
recruited new participants to replace any who failed
one or both attention checks, encountered technical
issues, or were unable to complete the experiment
for other reasons, until we had collected data from a
total of 40 participants. Of these, 43.6% were female
and 56.4% were male.

3. RESULTS

A Friedman test with repeated measures on
participants was carried out to determine whether
responses differed between conditions. This
test is a non-parametric equivalent to repeated-
measures analysis of variance, suitable for non-
normal ordinal-scale data. The test was significant,
x%=14.03, p < 0.005, indicating a difference in
participants’ ranking of stimuli on the 5-point
competence scale across conditions. Figure 2 shows
the distribution of responses for each condition.
Post-hoc Conover tests on mean ranks with a Holm-
Bonferroni correction for multiple comparisons
showed that utterances with false starts were rated
as sounding significantly less competent than both
utterances with function word repetitions (t=2.63, p
< 0.05) and utterances with verb phrase repetitions

Condition | Mean | SD
fw-rep 3.11 0.77
vp-rep 3.17 0.80
n-rep 3.03 0.70
false-start 2.80 0.83

Table 2: Mean and standard deviation of
competence ratings by condition
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fw-rep | 25% 25% 50%
Tep | 12% 50% 38%

n-rep | 12% 62% 25%
false-start | 50% 25% 25%

100 50 0 50 100
Percentage

Response 1 2 3 4 5

Figure 2: Distribution of responses by condition

(t=3.55, p < 0.005). No other pairwise comparisons
were significant.

4. DISCUSSION

The results of the perception experiment partially
confirmed our predictions. Utterances containing
false starts were rated as sounding less competent
than utterances with function word or verb phrase
repetitions. However, there was no significant
difference between false starts and name repetitions,
or between any of the other repetition types. The
relative predictability of where a disfluency might
occur in an utterance may have attenuated some of
their impact. The stimulus order was randomized
in each trial, meaning participants would not know
which type of repetition they were about to hear the
first time they listened to a given audio file, but the
amount of variation was nonetheless constrained by
the stimulus design. If the effect of disfluencies is
at least partly a function of how much they disrupt
processing it makes sense that predictability would
blunt this effect to some extent. Nonetheless, the
disfluency that appears most disruptive to processing
was associated with lower perceived competence.
These findings are hence consistent with, and build
upon, previous work showing a link between fluency
and perceived competence [3, 4, 5].

It is also important to note that in addition
to potentially indicating a speaker’s competence,
repetitions play a whole host of other roles
in conversation. Bazzanella [27] provides a
list of dozens of such roles, which include
cognitive and meta-cognitive functions such as
planning an utterance or marking or facilitating
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comprehension; interactional functions like marking
surprise, agreement or disagreement; turn-taking
behaviors such as holding or yielding a turn; and
stylistic functions such as emphasis. The context,
the speaker, and characteristics of the listener may
all shape how disfluencies are interpreted and in turn
how they influence perceptions of competence.

Spontaneous neural text-to-speech (TTS) has the
potential to be a valuable tool for investigating
various factors that impact speech perception. One
advantage of this method is its ability to generate
a wide range of stimuli, allowing researchers to
systematically vary certain features while others
are constrained. For example, sentences with the
desired semantic content or syntactic structure could
be synthesized with different speaker characteristics
(such as age or gender, both of which have been
shown to influence speaker competence), voice
quality (e.g., creak/vocal fry), or modifications to
pitch, intensity or speech rate. Since the use of
spontaneous TTS as a tool for studying speech
perception is relatively new, the methodology will
need continued development as the capabilities of
TTS evolve. More studies are needed to better
understand the types of research questions this
method is suited to investigate and to chart out
pitfalls and best practices.

5. CONCLUSIONS

This study investigated the effects of false starts
and different types of repetitions on a speaker’s
perceived competence, building upon previous
research utilizing speech synthesis as a tool
for studying speech perception. The results
demonstrated that false starts had a negative impact
on perceived competence, consistent with the idea
that they may disrupt processing fluency for the
listener. There were no significant differences
observed between the various types of repetitions.
These findings have practical implications for public
speaker training, suggesting that minimizing false
starts may improve perceived competence. While
it has been generally assumed that all disfluencies
negatively impact perceived competence, our results
indicate that certain types of disfluencies may
be more detrimental than others.  The study
demonstrates an example of how spontaneous neural
TTS can be used to generate a range of stimuli that
are systematically varied to investigate the various
factors that influence speech perception.
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